
 
July 11, 2016 

Kyle Perata, Senior Planner 

City of Menlo Park 

Community Development Department, Planning Division 

701 Laurel Street 

Menlo Park, CA 94025 

ktperata@menlopark.org 

Via electronic mail  

 

RE: Facebook Campus Expansion Project Draft EIR, State Clearinghouse No. 2015062056 

 

Dear Mr. Perata: 

Public Advocates and the ACLU of Northern California submit these comments on the Facebook 

Campus Expansion Draft Environmental Impact Report.  We are joined in these comments by the 

Envision Transform Build East Palo Alto Coalition, Youth United for Community Action, El 

Comite de Vecinos del lado Oeste East Palo Alto, Faith in Action Bay Area, Urban Habitat, and 

Community Legal Services in East Palo Alto.  

This deeply flawed document fails to comply with the California Environmental Quality Act’s basic 

mandate to provide complete and accurate information about the foreseeable environmental impacts 

of the project and to consider and adopt mitigation measures to avoid or reduce these impacts.1  

This massive Project would add 6,550 new employees at the project-site by 2018, increasing the 

Menlo Park workforce by more than 20 percent,2 exceeding 2020 job growth projections by 296 

percent,3 and outstripping the total number of jobs the entire city is projected to add by 2040.4  

Meanwhile, Menlo Park already suffers from an extreme affordable housing shortage that forces well 

over 90 percent of the city’s existing workforce to commute in from outside the city.5  This pattern 

                                                           
1 The DEIR must contain sufficient information to inform “public agency decision-makers and the public generally of 
the significant environmental effect of a project.”  Cal. Code of Regs. tit. 14, §15121(a); Ass’n of Irritated Residents v. County 
of Madera, 107 Cal. App. 4th 1383, 1390 (2003).  The ultimate decision whether to approve a project is a nullity if based 
upon an EIR that does not provide the decision-makers and the public with the information about the project required 
by CEQA.  Napa Citizens for Honesty Gov’t v. Napa County Board of Supervisors, 91 Cal. App. 4th 342, 355-56 (2001). 
2 The City has 31,920 employees as of 2015.  DEIR at 3.12-6.   
3 DEIR at 3.12-9. 
4 See Menlo Park General Plan Housing Element 2014, p. 68.   
5 See Menlo Park General Plan Housing Element 2014, p. 67; see also US Census Longitudinal Employee Household 
Dynamics Dataset 2014; Housing element at 66 (“[T]here are close to twice as many jobs in Menlo Park as employed 
residents but, regardless, the share is low compared to most other cities in the Bay Area and is attributable to a range of 
factors such as affordability and availability of housing that limits the ability to find housing within the City.”). 
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of inadequate affordable housing and long commutes has recognized environmental impacts, 

including traffic and greenhouse gas emissions.6 

Given employment growth of this magnitude, the DEIR’s conclusions that the project would not 

result in substantial induced population growth7 or a significant increase in housing demand8 are 

implausible, lack substantial evidence, and are clearly legally flawed.  Moreover, the DEIR wholly 

fails to consider the indirect and induced jobs that will result from the project, which means that the 

job-growth analyzed in the document is far lower than what will foreseeably result from the project.  

The DEIR also omits any analysis of the displacement impacts that the project is likely to cause as 

demand from highly paid Facebook employees drives up housing costs in the neighboring Belle 

Haven neighborhood and in East Palo Alto, thereby forcing low-income residents to move far away 

and increase their auto usage and relating environmental impacts.   

The DEIR’s methodology for evaluating growth-inducing impacts would render CEQA’s mandate to study such 

impacts meaningless, as there is almost no imaginable project for which it would yield a finding of significant impacts.9 

Through legally impermissible sleights of hand, such as dividing substantial growth inducing impacts 

into dozens of pieces and then wishing them away, cherry-picking growth projection data, and 

failing to address impacts outside the city’s geographic boundaries, the DEIR obscures substantial 

environmental impacts in numerous areas, including transportation, air quality, and climate change.   

In addition, the DEIR suffers from multiple other legal deficiencies discussed in this letter, as well as 

in comments submitted by the Envision Transform Build East Palo Alto Coalition, Professors Chris 

Benner and Alex Karner, and other parties, including the failure to evaluate the project against 

existing zoning and planning standards, the failure to evaluate a reasonable range of alternatives, and 

the failure to consider and implement mitigation measures to address identified significant 

environmental impacts. 

Given the fundamental nature of the DEIR’s flaws and the massive scale of this project and its 

foreseeable environmental impacts, we request that the DEIR be revised and recirculated in order to 

provide members of the public and decision makers with the accurate and transparent analysis to 

which they are entitled under CEQA.   

1. The DEIR Fails to Consider the Thousands of Indirect and Induced Low-Wage Jobs 

that will Foreseeably Result from the Project 

 

Properly assessing the employment growth that will result from the project is a bedrock issue on 

                                                           
6 See Housing Element at 81 (“There are a number of consequences of the lack of affordable housing in Menlo Park and 
Silicon Valley. People who work in the community are forced to commute long distances. . . . And the long commutes 
clog our highways and contribute to climate change.”). 
7 DEIR at 3.12-9. 
8 DEIR at ES-68, 3.12-11. 
9 See Cal. Code of Regs., tit. 14, §15126.2(d) (An Environmental Impact Report must study “the ways in which the 
proposed project could foster economic or population growth, or the construction of additional housing, either directly 
or indirectly, in the surrounding environment.”).    
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which numerous other aspects of the DEIR rests, including an assessment of growth inducing 

impacts, traffic, air quality, and greenhouse gas emissions.  Yet the DEIR dramatically under-states 

the number of jobs that will result from the project by completely failing to consider the indirect and 

induced job growth that it will cause. 

Environmental Impact Reports must consider all impacts of a project, including “[i]ndirect or 

secondary effects which are caused by the project and are later in time or farther removed in 

distance, but are still reasonably foreseeable.”10   

 

The DEIR fails to comply with this standard with regard to job growth, explicitly limiting its analysis 

to “[o]nly direct employees within the Project.” 11  The DEIR omits any analysis of indirect and 

induced jobs, even though the DEIR itself concludes doing so will “result in an understatement of 

total and lower-end housing demand.”12  Indeed, the DEIR gives examples of how this dynamic 

works: “the cafeteria will make purchases from food wholesalers, the hotel will purchase a variety of 

supplies, and Facebook will expand the transportation services for its growing workforce, all 

generating additional employment.”13 

 

The Bay Area Council Economic Institute recently quantified this multiplier effect, finding that “the 

creation of one job in the high-tech sector of a region is associated with the creation of 4.3 additional jobs in the local 

goods and services economy.”14   

 

Given the massive scale of new direct high-wage job growth, the reasonably foreseeable and indirect 

job growth that will be created by the project and that is wholly ignored by the DEIR is likely to be 

substantial.  The DEIR states that the project would generate 6,550 new jobs at full buildout, 

consisting of 6,400 employees in Facebook Offices and 150 employees at the hotel.15  Based on the 

Bay Area Council Economic Institute’s findings, this means that more than 25,000 additional indirect and induced 

jobs will foreseeably result from the project.  The DEIR offers no reasoning or evidence to support the 

decision to exclude these jobs from its analysis.   

 

This incomplete housing analysis renders inadequate the DEIR’s analysis of growth inducing 

impacts, housing, transportation, air quality, greenhouse gas emissions, and other environmental 

impacts.   

  

                                                           
10 Cal. Code Regs. tit. 14, § 15358(a)(2). 
11 See Keyser Marston Associates, Housing Needs Analysis (“HNA”), Appendix 3.12 at 39. 
12 See HNA at 39. 
13 HNA at 37. 
14 Technology Works: Hi-Tech Employment and Wages in the United States, 2012, p. 5 (emphasis added), available at 
http://documents.bayareacouncil.org/TechReport.pdf, and attached as Exhibit 1. 
15 HNA at 10.   

http://documents.bayareacouncil.org/TechReport.pdf
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2. The DEIR Erroneously Assumes that Exceeding the Anticipated Employment 

Growth by 296% Will Not Have a Growth-Inducing Impact 

 

Even using the DEIR’s under-estimate of 6,550 new jobs, the project would result in “296 percent of 

anticipated employment growth in the city’s sphere of influence from 2015 to 2020.”16  According to ABAG 2013 

projections, incorporated into the city’s General Plan Housing Element, Menlo Park hosts 31,920 

jobs as of 2015 and is projected to host 34,130 as of 2020, and 36,150 by 2035.17  Thus, the project 

would add substantially more jobs by 2018 than are currently projected for the entire city by 2035.  

The project’s 6,550 new jobs would amount to a 20% increase in the number of current jobs in the 

city.  It is facially implausible to conclude that adding an army of new employees amounting to one-

fifth of the existing workforce would have no growth-inducing impact.  Yet the DEIR attempts to 

do just this.   

 

Analysis of the jobs-housing ratio is instructive.  According to ABAG data, the jobs-housing ratio in 

the city is 2.20 in 2015 and will be 2.30 in 2020.18  In other words, under existing projections—

including the employment projections that the project is anticipated to exceed by 296 percent—the 

job-housing ratio is already slated to worsen between 2015 and 2020.  The DEIR acknowledges as 

much.  “According to ABAG’s projections, which do not include Facebook’s expected growth, the 

jobs/housing ratio is anticipated to worsen in 2020.”19  The severe existing housing shortage 

pervades the Silicon Valley: “[t]he data suggests a shortage of nearly 25,000 units in Silicon Valley 

(Santa Clara and San Mateo Counties) since 2007.”20  

 

Moreover, the housing shortage for lower-income workers is even more acute, as described in the 

comments of Drs. Benner and Karner and their research on Jobs-Housing Fit.  For the 2007-2014 

period, for example, Menlo Park produced less than 20 percent of its share of the Bay Area’s 

Regional Housing Need for lower-income households.21  San Mateo County as a whole did only 

slightly better, producing less than 22 percent of its lower income housing need.22  This has created 

an extreme existing deficit in housing that would be affordable to lower-income workers both at the 

project site and in the induced jobs it will create, further exacerbating the strain that these additional 

workers will place on the housing market.   

 

There is no dispute that no existing local or regional plan considered the environmental impacts of 

adding more than 6,550 new jobs to Menlo Park by 2018.  The ABAG housing growth figures that 

                                                           
16 DEIR at 3.12-9. 
17 Menlo Park General Plan Housing Element at 68.   
18 DEIR at 3.1-4.   
19 Id. at 3.1-4.   
20 2016 Silicon Valley Index 2016, p. 58, available at http://www.jointventure.org/images/stories/pdf/index2016.pdf, 
attached as Exhibit 2. 
21 Association of Bay Area Governments, San Francisco Bay Area Progress in Meeting 2007-2014 Regional Housing 
Need Allocation (RHNA) (2015), p. 5, available at http://www.abag.ca.gov/files/RHNAProgress2007_2014_082815.pdf, 
attached as Exhibit 3.  
22 Id. 

http://www.jointventure.org/images/stories/pdf/index2016.pdf
http://www.abag.ca.gov/files/RHNAProgress2007_2014_082815.pdf
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the DEIR relies on are based on job growth projections that the project will admittedly exceed by 

296 percent: “The job growth forecast determines the population and number of households, as well 

as household income levels.”23  The assumption that project-induced housing need resulting from a 

dramatic increase in Menlo Park’s projected job growth can be accommodated within projected 

housing growth for the region fails, because all available housing growth is already required to 

accommodate the previously-projected employment growth.  Given the existing lack of available 

housing, particularly affordable housing, to meet projections that do not include the massive 

expansion of Facebook’s campus, the DEIR’s assertion that the housing needs of the project’s 

workforce can be absorbed by currently anticipated growth is clearly erroneous.   

 

Because the project will add thousands upon thousands of new jobs that have not been previously 

accounted for in any plans or growth projections, it will necessarily drive housing demand and 

induce growth that has not been accounted for and that will necessitate the construction of 

additional housing to accommodate.   

 

For these and other reasons, the DEIR lacks a legal or factual basis for concluding that the project 

would not directly induce substantial population growth. 

3. The DEIR Attempts to Hide Enormous Growth Inducing Impacts through an 

Impermissible “Divide and Conquer” Approach 

 

While we discuss below many flaws in the DEIR’s treatment of growth inducing impacts and 

increased housing demand, we note at the outset that there is a fundamental structural flaw that 

pervades the DEIR’s entire analysis of these issues.  After dramatically under-stating the jobs that 

will be created by the project and the number of housing units that will be needed to accommodate 

these workers, the DEIR further attempts to minimize the impacts of this housing demand by 

assuming that it will be distributed throughout an enormous geographic area.  This sleight-of-hand 

masks the true extent of the impacts that will be created by adding an unplanned increase of many 

thousands of workers to Menlo Park’s workforce. 

While the DEIR understates the housing demand that will be created by the project, as discussed 

throughout this letter and in the comments of Drs. Benner and Karner, it nonetheless admits that 

the project would create a demand for 3,638 new housing units.24  This is an enormous number of 

homes that will be required to meet the demand generated by a single project in a two-year period.  

For example, it is equivalent to 45 percent of the housing growth in the entire county of San Mateo 

between 2007 and 2014.25   

                                                           
23 Plan Bay Area 2013, Final Forecast of Jobs, Population and Housing, p. 2, available at 
http://planbayarea.org/pdf/final_supplemental_reports/FINAL_PBA_Forecast_of_Jobs_Population_and_Housing.pd
f, attached as Exhibit 4. 
24 DEIR at 3.12-11.   
25 See ABAG RHNA Progress Report, p. 5.   

http://planbayarea.org/pdf/final_supplemental_reports/FINAL_PBA_Forecast_of_Jobs_Population_and_Housing.pdf
http://planbayarea.org/pdf/final_supplemental_reports/FINAL_PBA_Forecast_of_Jobs_Population_and_Housing.pdf
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The DEIR attempts to hide the enormity of this induced housing demand by dividing it into dozens 

of smaller chunks, and then concluding that each chunk is of insignificant size.26  Planning to export 

the project’s induced housing need to many other cities and counties does not eliminate those 

impacts, however.  As the California Supreme Court has held “no statute (in CEQA or elsewhere) 

imposes any per se geographical limit on otherwise appropriate CEQA evaluation of a project’s 

environmental impacts.” 27 

This divide and conquer approach to evaluating the significance of the project’s growth inducing 

and housing impacts would render analysis of these impacts meaningless for almost any imaginable 

project.  The relevant required CEQA analysis is of the significance of the aggregate induced growth 

a project will generate, not of a number of artificially divided smaller portions of that growth.  Total 

impact may still be significant even if distributed across a large geography.   

4. The DEIR’s Conclusion that Project-Induced Housing Demand in Menlo Park 

Would be Less than Significant is Without Substantial Evidence and Contrary to Law 

 

The DEIR concludes that the project’s impact on housing demand is less than significant.28  The 

assumption that demand for a mere 175 housing units in the city would result from the project and 

that this demand could be accommodated within existing and planned housing rests on multiple 

assumptions that are not supported by substantial evidence. 

 

First, it is based on the aforementioned estimate of 6,550 jobs, which ignores indirect job growth 

created by the project. 

 

Second, the DEIR’s conclusion about housing demand erroneously assumes that only 4.8 percent of 

new employees will want to live in the City of Menlo Park.29  The 4.8 percent figure is substantially 

driven by the assumption that existing Facebook housing patterns are an appropriate indicator of 

future Facebook housing trends.30  The low rate of Menlo Park employees who live in the city, 

however, is attributable to the lack of adequate or affordable housing stock.31  Relying on the poor 

track record of Menlo Park in permitting housing development, which has artificially limited the 

ability of workers to find affordable housing, is not a valid measure of induced demand for housing 

that will result from the project.32  Moreover, Facebook has promoted various policies to encourage 

                                                           
26 See HNA at 34-35.   
27 See Muzzy Ranch Co. v, Solano County Airport Land Use Commission 41 Cal. 4th 372, 387 (2007) (“no California locality is 
immune from the legal and practical necessity to expand housing due to increasing population pressures.”). 
28 DEIR at 3.12-11. 
29 Cf. DEIR at 3.12-10. 
30 According to the DEIR, 4.6% of existing Facebook employees live in Menlo Park, and 7.6% of the city’s overall 
workforce lives locally.  The 4.8% figure was derived from a “weighted” average that assumes that 4.6% of the project’s 
new 6,400 Facebook employees would live in the city, while 7.6% of the hotel employees would live locally. DEIR at 
3.12-10 fn. 18. 
31 DEIR at 3.12-7. 
32 Association of Bay Area Governments, San Francisco Bay Area Progress in Meeting 2007-2014 Regional Housing 
Need Allocation (RHNA) (2015), p. 5, available at http://www.abag.ca.gov/files/RHNAProgress2007_2014_082815.pdf, 
attached as Exhibit 3. 

http://www.abag.ca.gov/files/RHNAProgress2007_2014_082815.pdf
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employees to live locally.33  The figure thus ignores initiatives by the company that are intended to, 

and likely will result in, more employees choosing to live in Menlo Park and nearby cities, such as 

East Palo Alto. 

 

Third, the DEIR assumes that 1.8 new project employees would live in each household.34  But the 

DEIR cites no evidence to support the reasonableness of the assumption that a significant number 

of new project employees would choose to have a co-worker as a roommate.  Indeed, if households 

with two Facebook worker households are assumed, 90 percent of the new employees would need to 

choose another new employee as a roommate.  The 1.8 figure derives from Census bureau data 

about the total number of workers in each household in San Mateo County where at least one 

person is employed.  Those households have on average 1.8 workers.35  In other words, the 1.8 

figure reflects the number of working people in households where at least one person works.  It 

does not reflect the number of people in such households who work for the same employer.  Nor does 

it reflect the number of Facebook employees in the average Facebook household.  For other 

portions of its analysis, the DEIR relies on Facebook-specific housing data (in particular, the 

percentage of Facebook employees who live in Menlo Park).  To be methodologically consistent, the 

DEIR should ascertain the average number of Facebook employees in the average Facebook 

household.  The DEIR cannot selectively rely on Facebook-specific data to underestimate the 

impacts of the project. 

 

Fourth, the DEIR assumes the demand for 175 housing units in Menlo Park can be accommodated 

by vacant units or within anticipated new housing construction.36  This analysis is unsupportable.  

The DEIR offers no evidence to support its assumption that the current 738 vacant units in the city 

would be enough to accommodate the project-created demand for 175 housing units.  Menlo Park’s 

vacancy rates do not represent an available supply of un-occupied housing, but rather an 

extraordinarily tight housing market that has no capacity to absorb additional residents.  According 

to the city’s 2014 Housing Element, “Vacancy rates in Menlo Park are low.  Approximately 4.0 

percent of rental units were vacant in 2011, which is considered a tight market based on routine 

turnover of apartments.”37  

 

Also, it is unreasonable to assume the needed 175 housing units in the city can be accommodated 

within anticipated housing construction.  Because the 175 housing units would devour half of all the 

new housing projected to be built in the city over the next five years, project-induced housing 

demand has a significant impact on local housing.38  And as discussed above, Menlo Park has 

consistently failed to actually produce housing to meet the needs identified in its Housing Element.  

                                                           
33 See, e.g., Reuters, Facebook pays employees $10,000 bonus to live near office (December 17, 2015), available at 
http://nypost.com/2015/12/17/facebook-pays-employees-10000-bonus-to-live-near-office/. 
34 See DEIR at 3.12-10 & 3.12-11 n. 32 (6,550 /1.8 persons per household = 3,638 units). 
35 See HNA at 15. 
36 See DEIR at 3.12-11.   
37 Housing Element at 76.  
38 The DEIR acknowledges that project-induced housing demand would amount to “46 percent of housing growth in the city.” 
DEIR at 3.12-12 (emphasis added). 

http://nypost.com/2015/12/17/facebook-pays-employees-10000-bonus-to-live-near-office/
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The DEIR’s analysis also ignores the fact that that projected housing growth is already fully 

subscribed based on jobs projections that the project would far exceed.39   

 

In Defend the Bay v. City of Irvine, 119 Cal. App. 4th 1261 (2004), the court of appeal addressed an EIR 

that analyzed a project that would “create more jobs than housing units.”40  The petitioner argued 

that the project’s jobs-housing ratio of 1.44 was adverse, in light of the city’s already strained ratio of 

3.29.41  The court concluded that the EIR supported the conclusion that the impact was not adverse 

because under the project, “[n]eeded housing will be added, the city-wide imbalance of more jobs 

than housing will be ameliorated” (the court reasoned that the project’s job-housing ratio of 1.44 

would “bring down” the city’s ratio of 3.29), “and the shortfall in housing within the city will be 

made up by plentiful housing in adjacent communities.”  Id.  Here, the project would exceed 

employment projections by 296 percent.  But unlike the project in Defend the Bay, “[n]eeded housing” 

will not be added, “the city-wide imbalance of more jobs than housing will be” dramatically 

exacerbated (the project’s job housing ratio is actually infinity given that the project will add zero 

housing units), and surrounding communities, like Menlo Park, lack “plentiful housing.”42  The 

project-induced housing demand will simply exacerbate the city’s housing shortfall and affordable 

housing crisis. 

 

In short, the DEIR rests on a number of factually and legally unsupported assumptions to conclude 

that the project’s impact on housing in Menlo Park would be less than significant.  It simply defies 

common sense to conclude that a project that (1) would exceed projected employment growth by 

296 percent, (2) in a community where the jobs-housing ratio is already slated to worsen, (3) that 

already suffers from an affordable housing crisis, and (4) would consume half of all new projected 

housing units could somehow have an impact on the city’s housing that is “less than significant.” 

 

5. The DEIR Fails to Address the Direct and Indirect Impacts of Project-Induced 

Demand for Housing Outside Menlo Park 

 

The DEIR’s cursory discussion of housing impacts outside the city is inadequate.   

 

In Napa Citizens for Honesty Government v. Napa County Board of Supervisors, 91 Cal. App. 4th 342 (2001), 

the court addressed a project involving development of an unincorporated area surrounding an 

airport.  The FSEIR “found that the Project would create a need and opportunity for employment” 

and “would result in a need for additional housing units outside the Project area.”  Id. at 370.  But 

the FSEIR “simply declined to consider the possible effects the Project might have on surrounding 

                                                           
39 As the DEIR acknowledges, project-induced employment exceeds ABAG’s projections for employment growth in the 
city by 296 percent.  See DEIR at 3-12.9.  The DEIR further acknowledges that even under ABAG projections, the jobs-
housing ratio in the City is projected to worsen between 2015 and 2020.  See id. at 3.12-11. 
40 Defend the Bay, 119 Cal .App. 4th at 1266.   
41 Id.   
42 Id. 
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communities.”43  The court found this discussion inadequate.44  It explained that “in order to fulfill 

its purpose as an informational document, the FSEIR should at a minimum,” do the following: 

 

(1)  “identify the number and type of housing units that persons working within the 

Project area can be anticipated to require”; 

   

(2)  “identify the probable location of those units”; 

 

(3)  “consider whether the identified communities have sufficient housing units and 

sufficient services to accommodate the anticipated increase in population”; and 

 

(4)  “If it is concluded that the communities lack sufficient units and/or services, the 

FSEIR should identify that fact and explain that action will need to be taken to 

provide those units or services, or both.”45 

 

Although the DEIR here offers a token discussion of the indirect impacts of the project outside 

Menlo Park, that discussion is wholly inadequate and does not satisfy the requirements of Napa 

Citizens.  The DEIR estimates that the project would generate demand for a total of 3,638 units in 

the region.  It estimates that 4.8 percent of employees would seek to live in the city and that “[t]he 

remaining employees would very likely find housing throughout the region, with the majority living 

in San Mateo, Santa Clara, and San Francisco Counties.”46  It then states that the number of 

households in the Bay Area region and San Mateo County will grow from 2015 to 2020, and that the 

project-induced housing demand is less than significant because it would make up only 3.1 percent 

of projected growth in the Bay Area and 8.3 percent of growth in San Mateo.47   

 

This discussion offers no factual support for the assertion that new employees would “very likely 

found housing” in San Mateo, Santa Clara, and San Francisco.  These are all communities with a 

major overall housing shortage and a lack of affordable housing in particular.  The leading report on 

Silicon Valley demographics concluded in 2016 that there is already a dramatic shortfall of housing 

stock to meet existing needs: “[t]he data suggests a shortage of nearly 25,000 units in Silicon Valley 

(Santa Clara and San Mateo Counties) since 2007.”48  Moreover, just 25 percent of the projected 

housing need for very-low, low, and moderate income households was produced from 2007-14 and 

39 percent of renters are “rent burdened,” spending more than 35 percent of income on rent.49  The 

DEIR fails to address by income-category the type of housing that the new employees who are 

unable to find housing in Menlo Park will need, or explain how these new employees will be able to 

                                                           
43 Napa Citizens, 91 Cal. App. 4th at 370.   
44 Id.   
45 Id.  
46 See DEIR at 3.12-11. 
47 See id. 
48 2016 Silicon Valley Index, p. 58.   
49 See id. at 60, 66.   
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find housing in the region at all, let alone affordable housing.50  Even setting aside affordability 

considerations, the project will clearly exacerbate the already bad jobs-housing ratios in these 

jurisdictions.51  

 

6. The DEIR Fails to Study the Environmental and Health Impacts of Economic 

Displacement Caused by The Project 

 

The DEIR provides a wholly inadequate analysis of displacement, concluding simplistically that 

because there are currently no residents in the project area, no displacement will occur.  In fact, 

displacement in the surrounding neighborhood is likely to occur as thousands of new workers, many 

of whom will be both highly compensated and receive additional financial incentives to live near the 

Facebook Campus, flood the already-tight housing market in neighboring Belle Haven and East Palo 

Alto.  A recent UC Berkeley Study concluded that both East Palo Alto and Menlo Park have 

neighborhoods undergoing displacement,52 and additional high-wage job growth nearby is likely to 

accelerate this trend.  This displacement will have environmental impacts53 and health impacts54 that 

are completely absent from the DEIR’s analysis. 

CEQA requires analysis of direct and indirect impacts, including impacts resulting from social and 

economic consequences of the project.55  The DEIR must therefore evaluate the physical, 

environmental, and health consequences associated with economic displacement.  For example, 

among other steps, the DEIR should model displacement and identify likely trends in displacement, 

                                                           
50 See Napa Citizens, 91 Cal. App. 4th at 370.   
51 Cf.  Defend the Bay, 119 Cal. App. 4th at 1266.   
52 See The Urban Displacement Project, available at www.urbandisplacement.org.  Census tract data compiled by the 
Project demonstrates that two census tracts in East Palo Alto are at risk of gentrification or displacement; two in Menlo 
Park are at risk of gentrification or displacement; three are currently undergoing displacement and one is classified as 
advanced exclusion.  See http://www.urbandisplacement.org/sites/default/files/images/cci_rews_data_2015-08-21.xlsx 
(excerpts attached as Exhibit 8).   
53 See TransForm and California Housing Partnership Corporation (CHPC), Why Creating and Preserving Affordable 
Homes Near Transit is a Highly Effective Climate Protection Strategy (2014), available at 
http://www.transformca.org/sites/default/files/CHPC%20TF%20Affordable%20TOD%20Climate%20Strategy%20B
OOKLET%20FORMAT.pdf, attached as Exhibit 5. 
54 See City and County of San Francisco Department of Public Health, The Case for Housing Impacts Assessment: The 
Human Health and Social Impacts of Inadequate Housing and Their Consideration in CEQA Policy and Practice (May 
2004), available at http://www.sustainablecommunitiesindex.org/etc/004_HIAR-May2004.pdf, at 5-11 (noting that 
“[r]esidential displacement or the permanent loss of area affordable housing can be expected to lead to diverse health 
effects,” including increased psychological and physiological stress, poverty, job loss, overcrowding, homelessness, 
segregation, and demand for transportation systems and social services, as well as decreased housing safety, indoor air 
quality, social support, and social cohesion), attached as Exhibit 6; Shireen Malekafzali and Danielle Bergstrom, Healthy 
Corridor for All: A Community Health Impact Assessment of Transit Oriented Development Policy in St. Paul, 
Minnesota, Technical Report, PolicyLink (2011), available at 
http://www.pewtrusts.org/~/media/Assets/0001/HealthyCorridorTechnicalReport_FINAL.pdf?la=en, at 61 
(“Displacement can have several negative health outcomes, including increases in infectious disease, chronic disease, 
stress, and impeded child development….”), attached as Exhibit 7. 
55 Cal. Code of Regs. tit. 14, §15064(e); see El Dorado Union High Sch. Dist. v. City of Placerville, 144 Cal. App. 3d 123, 132 
(1983) (social effects of increased student enrollment and potential for overcrowding could lead to construction of new 
facilities and were thus relevant under CEQA; see also Bakersfield Citizens for Local Control v. City of Bakersfield, 124 Cal. App. 
4th 1184, 1215 (2004) (EIR improperly dismissed possibility that large shopping center could drive other retailers out of 
business as an economic effect when urban decay and other blight-like conditions could result).   

http://www.urbandisplacement.org/
http://www.urbandisplacement.org/sites/default/files/images/cci_rews_data_2015-08-21.xlsx
http://www.transformca.org/sites/default/files/CHPC%20TF%20Affordable%20TOD%20Climate%20Strategy%20BOOKLET%20FORMAT.pdf
http://www.transformca.org/sites/default/files/CHPC%20TF%20Affordable%20TOD%20Climate%20Strategy%20BOOKLET%20FORMAT.pdf
http://www.sustainablecommunitiesindex.org/etc/004_HIAR-May2004.pdf
http://www.pewtrusts.org/~/media/Assets/0001/HealthyCorridorTechnicalReport_FINAL.pdf?la=en
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including areas likely to face pressure, number of households affected, the communities expected to 

absorb these households, and the location and quantity of resulting demand for additional housing 

construction.  

Moreover, to analyze the impacts of displacement only on the project area, as the DEIR does here, 

is unlawful, inconsistent and illogical.  CEQA requires that “[t]he EIR shall … analyze any 

significant environmental effects the project might cause by bringing development and people into 

the area affected.”56  Specifically, an EIR must “[d]iscuss the ways in which the proposed project could 

foster economic or population growth, or the construction of additional housing, either directly or 

indirectly, in the surrounding environment.”57  

Clearly, a project of this scale would have impacts on the surrounding area, especially given the 

vulnerability of surrounding low-income tenants who are clinging to homes in two of the last 

neighborhoods in Silicon Valley in which lower-income households are able to find housing.  A 

foreseeable impact of the project is that market pressures will lead to displacement and an ongoing 

shortage of homes affordable to low-income households in the adjacent communities.  This will 

force lower-income residents to move to far-flung areas where housing is more affordable, 

potentially requiring the building of new housing, and almost certainly resulting in an increase in 

auto trips and vehicle miles traveled (VMT) as displaced residents drive to work, school, worship, 

social services and other necessities of life, thus inducing “changes … in population distribution.”58  

By ignoring displacement, the DEIR omits an important analysis of environmental impacts.  

Replacement of low-income residents who are high-propensity riders with higher-income residents 

who are not may increase GHG emissions, VMT, traffic, and air pollution.59  CEQA requires that 

these impacts be fully analyzed and mitigated. 

7. The DEIR Incorrectly Bases its Conclusion that Cumulative Project-Induced Growth 

will be Less than Significant on Population Projections that Fail to Take Into 

Account Jobs Associated with the Project 

 

The DEIR concludes that the project would have less than significant cumulative impacts on the 

city’s population.  The DEIR estimates that the project would add 457 new residents to the city, and 

that in addition to other projects, would result in cumulative growth of 2,320 residents by 2040.60  

The DEIR then states that this would result in a population of 51,929 by 2040.  Significantly, the 

DEIR acknowledges that “[t]his would be above ABAG’s projections of 43,200 by 2040, resulting in 

a potentially significant cumulative impact.”61  But the report then focuses on the project’s 

contributions to the population:  “However, the 457 new residents resulting from the project would 

represent 2.4 percent of the total population growth projected for the city between 2015 and 2040.  

                                                           
56 Cal. Code of Regs. tit. 14, §15126.2(a) (emphasis added). 
57 Cal. Code of Regs. tit. 14, §15126.2(d).   
58 See Cal. Code of Regs. tit. 14, §15126.2.   
59 See TransForm and CHPC Study. 
60 See DEIR at 3.12-14.   
61 See id.   
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This percentage is not considered to be a cumulatively considerable contribution to this impact.  

Impacts are less than significant.”62   

 

First, this purported discussion of the project’s cumulative impacts focuses on the project’s impacts in 

isolation from cumulative development.  After acknowledging that the cumulative impact of the 

project is potentially significant, the DEIR then states that the impact is less than significant by 

focusing solely on the project’s impacts.  In other words, the DEIR concludes that the project’s 

cumulative impact on the city’s population are less than significant by ignoring its cumulative impact.   

 

Second, without any effort at justification, the DEIR uses the 2015 to 2040 horizon, rather than the 

2015 to 2020 horizon used elsewhere in the chapter on population and housing.  Because the 

population will obviously increase by a greater number of residents in a 25-year than a 5-year period, 

this sleight of hand dilutes the impact of project-induced population growth.  The 2015 to 2040 

horizon is also illogical because full buildout and occupancy will occur in 2018.63  Comparing the 

DEIR’s estimate of project-induced population growth (457 residents) to projected growth from 

2015-2020 (1,000 residents, see DEIR at 3.12-4, Table 3.12-2), the project will amount to 46 percent 

of anticipated growth.  A project that would amount to almost half of the city’s total projected 

growth is significant. 

 

8. The DEIR Incorrectly Concludes that the Cumulative Impact on Housing Demand 

in the City is Less than Significant 

 

The DEIR incorrectly concludes that the project’s cumulative impacts on housing demand in the 

city is less than significant.  The DEIR estimates that cumulative projects would lead to a demand 

for 714 new housing units.  Coupled with the DEIR’s estimate of 175 new project units, there would 

be cumulative housing demand for 889 additional units.  The DEIR then states that “the additional 

residential development anticipated by ConnectMenlo … could accommodate the demand for 

housing units from the cumulative employment-generating projects” and thus “would not result in 

an increase in housing demand beyond current development projects.”64  The DEIR thus concludes 

that the project’s cumulative impacts are less than significant.65  This analysis repeats many of the 

legal and methodological flaws discussed above. 

First, the DEIR concludes than the cumulative housing impacts are not significant because they can 

be accommodated within the proposed additional housing in ConnectMenlo.  But ConnectMenlo is 

the city’s proposed general plan that has not yet been adopted.66  “[A]n EIR predicated on a draft 

general plan is fundamentally flawed and cannot pass CEQA muster.”67  “By proceeding without the 

                                                           
62 See id. 
63 See DEIR at 3.12-10. 
64 See DEIR at 3.12-14.   
65 See id.   
66 See DEIR at 3.1-10.   
67 County of Amador v. El Dorado County Water Agency, 76 Cal. App. 4th 931, 951 (1999).   
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benefit of the general plan in place, and by developing projects predicated on needs described in an 

unadopted plan, the CEQA process is stood on its head.”68   

 

Second, elsewhere the DEIR compares project-induced growth to ABAG projections.69  

Methodological consistency would require comparing the cumulative housing impacts to ABAG 

projections, which anticipate 380 new housing units in Menlo Park between 2015 and 2020.  The 

cumulative housing demand for 889 additional dwellings represents 234 percent of the ABAG-projected 

increase in housing units.  This is clearly a very significant cumulative impact.   

 

Third, the project-induced housing demand (175 units) amounts to 19 percent of cumulative 

housing demand (889 units).  The DEIR’s discussion of the population growth cumulative impacts 

focuses on the project’s share of cumulative growth.70  Applying a similar analysis to housing, 

project-induced housing demand amounts to one-fifth of cumulative housing demand from 2015 to 2020.  

This is a significant contribution to the cumulative housing impact of new development in the city. 

 

9. The DEIR Entirely Fails to Address the Cumulative Impacts of Project-Induced 

Demand for Housing Outside Menlo Park 

 

The DEIR then discusses the cumulative impacts on population and housing, and concludes that 

neither would be significant.71  But the DEIR expressly confines its cumulative impacts analysis to 

the City of Menlo Park.  The DEIR entirely fails to identify the cumulative impacts on housing 

outside the City of Menlo Park.72  Even if the DEIR correctly assumes that only 4.8 percent of new 

project employees would live within the city’s geographic boundaries, the DEIR fails to identify in 

its cumulative impacts analysis 95.2 percent of project-induced housing demand. 

    

The DEIR “is mistaken in its suggestion that agencies have no obligation under CEQA to consider 

geographically distant environmental impacts of their activities.”73  “[T]he area that will be affected 

by a proposed project[] may be greater than the area encompassed by the project itself….Indeed, 

‘the ‘the purpose of CEQA would be undermined if the appropriate governmental agencies went 

forward without an awareness of the effects a project will have on areas outside of the boundaries of 

the project area.’’”74  Like the FSEIR in Napa Citizens, the DEIR’s discussion of cumulative impacts 

is inadequate because it “simply declined to consider the possible effects the project might have on 

surrounding communities.”75    

 

                                                           
68 Id. at 950. 
69 See, e.g., DEIR at 3.12-12 (“the Project’s demand for housing would not be a significant share of the total housing 
growth projected by ABAG”) (emphasis added).   
70 See DEIR at 3.12-14 (calculating new project residents as a percentage of total projected population growth).   
71 See DEIR at 3.12-13-14.   
72 Cf. DEIR 3.12-13 (“The city represents the geographic context for cumulative analysis of the Project.”).   
73 Muzzy Ranch Co. v. Solano Cty. Airport Land Use Comm’n, 41 Cal. 4th 372, 387-88 (2007).   
74 Save the Plastic Bag Coal. v. City of Manhattan Beach, 52 Cal. 4th 155, 173-74 (2011) (citations omitted).   
75 Napa Citizens, 91 Cal. App. 4th at 370.   
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10. The DEIR’s Fails to Analyze the Projects Impacts Relative to Existing Land Use 

Plans and Zoning  

 

Aspects of a project that “[c]onflict with any applicable land use plan, policy, or regulation of an 

agency with jurisdiction over the project (including, but not limited to the general plan, specific plan, 

local coastal program, or zoning ordinance) adopted for the purpose of avoiding or mitigating an 

environmental effect” are likely to have significant environmental impact, and must be evaluated 

against these existing plans.76  This analysis must be performed in light of existing plans at the time 

the Notice of Preparation was published.77  Courts have explicitly considered this issue and 

concluded that “an EIR predicated on a draft general plan is fundamentally flawed and cannot pass 

CEQA muster.”78  This is so because baseline conditions must be the “‘real conditions on the 

ground’ rather than the level of development or activity that could or should have been present 

according to a plan or regulation.”79  “By proceeding without the benefit of the general plan in place, 

and by developing projects predicated on needs described in an unadopted plan, the CEQA process 

is stood on its head.”80   

 

Here the DEIR fails to meet this legal standard because it admittedly evaluates the project against 

proposed general plan amendments that have not yet been subject to full environmental review, let 

alone been adopted by the city.  The DEIR, however, “considers the draft goals and policies of 

ConnectMenlo, even though they are not yet adopted.”81  Based on this improper analysis, the DEIR 

concludes that a number of features of the project will have no significant impact, including more 

than doubling existing height limits and deviating from currently allowable uses.82  By doing so, the 

DEIR avoids any analysis of the potential environmental impacts of the ways in which the project 

deviates from the existing general plan, potential alternatives, or appropriate mitigation measures.   

 

The DEIR also declines to study the environmental impacts of the project’s inconsistencies with 

Plan Bay Area, a land use plan adopted for the purpose of avoiding or mitigating greenhouse gas 

emissions in the region.  Plan Bay Area, prepared under the authority and requirements of Senate 

Bill 375 (2008), establishes job and housing growth patterns that are essential to the achievement of 

regional and state greenhouse gas reduction targets set by Assembly Bill 32 (2006).  In order to meet 

these targets, Plan Bay Area depends on a pattern of focused housing and employment growth: 

“almost 40 percent of the jobs added from 2010 to 2040 will be in the region’s three largest cities — 

San Jose, San Francisco and Oakland — which accounted for about one-third of the region’s jobs in 

                                                           
76 CEQA Guidelines Appendix G.   
77 See Cal. Code of Regs., tit. 14, §15125(a) (“An EIR must include a description of the physical environmental 
conditions in the vicinity of the project, as they exist at the time the notice of preparation is published….”). 
78 County of Amador v. El Dorado County Water Agency, 76 Cal. App. 4th 931, 951 (1999).   
79 Communities for a Better Environment v. South Coast Air Quality Management District (2010) 48 Cal. 4th 310, 321 (citation 
omitted). 
80 County of Amador, 76 Cal. App. 4th at 950. 
81 DEIR at 3.1-10 (emphasis added). 
82 See DEIR at 3.1-11 to 12.   
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2010.  Two-thirds of the overall job growth is anticipated to be in PDAs throughout the region.”83  

The project would both substantially exceed Plan Bay Area’s assumed employment total growth for 

Menlo Park and locate these jobs outside of a PDA and away from any existing or planned public 

transportation.  For these and other reasons, the project is inconsistent with Plan Bay Area, and is 

likely to cause substantial additional environmental impacts related to greenhouse gas emissions and 

transportation.  Yet this inconsistency—and its substantial environmental impacts—are ignored by 

the DEIR.  

 

11. The DEIR Fails to Disclose the Additional Significant Environmental Impacts that 

will Result from the DEIR’s Inadequate Treatment of Jobs, Population Growth, and 

Housing  

 

Together, the errors detailed above and issues raised in comment letters by Envision Transform 

Build East Palo Alto, Drs. Benner and Karner, and others have pervasive effects throughout the 

DEIR that undermine its discussion of numerous impacts.  In many respects, the DEIR either fails 

to identify significant impacts or understates the severity of identified impacts because of these 

insufficiencies.  These include the chapters on Land Use, Transportation/Traffic, Air Quality, 

Greenhouse Gas Emissions, Noise, Public Services, and Utilities and Service Systems.  They should 

also be considered with regard to the project’s impacts on health, which do not appear to be 

discussed in a clear and central location within the DEIR or may be omitted altogether in 

contradiction to CEQA’s requirements.84  See supra Section 6.   

At root, one of the most grave and recurring flaws is that the DEIR assumes that a very low 

percentage of new project employees will reside in the city, given current residency patterns of the 

city’s workforce.  But the reason that a small portion of the city’s current workforce lives locally is 

that Menlo Park suffers from a severe housing shortage in general and a lack of affordable housing 

in particular.  This local affordable housing deficit has substantial environmental impacts, as Menlo 

Park’s workers—particularly low-income workers—are forced to commute long distances to their 

jobs.  The city’s longstanding and existing housing crisis is not a free pass to do nothing.  Rather, it 

is the very reason the DEIR must either address housing or the significant environmental impacts 

that result when the overwhelming portion of the workforce commutes, and often from great 

distances.  But the DEIR does neither.   

                                                           
83 Plan Bay Area 2013 at 53.   
84 An EIR “should include” “health and safety problems caused by the physical changes” that may result from the 

proposed project.  Cal. Code Regs. tit. 14, § 15126.2(a) Berkeley Keep Jets Over the Bay Comm. v. Bd. of Port Comm’rs, 91 Cal. 

App. 4th 1344, 1367, 1370-71 (2001) (holding EIR inadequately discussed the health risk resulting from proposed airport 

expansion project’s potential degradation of air quality); Bakersfield Citizens for Local Control v. City of Bakersfield, 124 Cal. 

App. 4th 1184, 1219-20 (2004) (holding EIR failed to “acknowledge[] the health consequences that necessarily result 

from the identified adverse air quality impacts”). 
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12. The DEIR Fails to Consider a Reasonable Range of Alternatives 

 

One of the core purposes of an EIR is to identify alternatives to the project.85  An EIR must analyze 

a “reasonable range of alternatives to the project,” with an emphasis on alternatives which “offer 

substantial environmental advantages over the project proposal.”86  “[P]ublic agencies should not 

approve projects as proposed if there are feasible alternatives.”87  The purpose of analyzing 

alternatives is to assess options for attaining the basic objectives of the project while avoiding or 

substantially lessening environmental impacts and to evaluate the comparative merits of each 

alternative.88  Specifically, “[t]he range of potential alternatives to the proposed project shall include 

those that could feasibly accomplish most of the basic objectives of the project and could avoid or 

substantially lessen one or more of the significant effects” in order to “permit a reasoned choice” 

and “foster informed decisionmaking and public participation.”89  

Alternate locations for a project should generally be considered among the alternatives if doing so 

would avoid or substantially lessen any environmental impacts or the location of a project is dictated 

by some natural phenomenon, such as geothermal activity or a mineral deposit.90   

Here, the DEIR analyzes just two alternatives to the proposed project, a No Project alternative and 

a “Reduced Intensity Alternative” that simply reduces project build-out by 30 percent.  No 

alternative locations were studied. 

The DEIR’s explanations for rejecting study of an alternative location essentially boil down to an 

assertion that Facebook would prefer not to accommodate its future employment growth 

elsewhere.91  None of the reasons given, however, are supported by the rule of reason.  Facebook 

certainly has the resources to acquire an alternative site, many similar technology companies operate 

from offices that are nearby but not physically connected, and the impacts of the project on the 

neighborhoods adjacent to the project’s proposed locations will be predominantly burdens rather 

than benefits (e.g., traffic, housing demand pressures, etc.).   

Moreover, an alternative project location would likely reduce a number of significant environmental 

impacts.  Specifically, a location well served by public transit and near existing amenities would 

dramatically reduce transportation-related environmental impacts, including traffic, air quality, and 

greenhouse gas emissions.92  Moreover, an alternative location could permit the development of 

substantial on-site affordable workforce housing, which would further reduce environmental 

impacts. 

                                                           
85 Cal. Pub. Res. Code § 21002.1(a). 
86 Citizens of Goleta Valley v. Bd. of Supervisors, 52 Cal. 3d 553, 566 (1990). 
87 Cal. Pub. Res. Code, § 21002. 
88 Cal. Code Regs. tit. 14, § 15126.6.   
89 Id.; see also Laurel Heights Improvement Assn. v. Regents of University of California, 47 Cal. 3d 376, 406- 07 (1988). 
90 Cal Code Regs. title 14, § 15126.6(a), (f)(2). 
91 DEIR at 5-6.   
92 See DEIR at 3.1-4 (“the Project site is not located within a TPP-eligible area.”). 
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13. The DEIR Fails to Consider and Implement Feasible Mitigation Measures 

 

Public agencies are required to describe and discuss mitigation measures that could minimize each 

significant environmental effect identified in an EIR.93  Mitigation measures are “the teeth of the 

EIR” because “[a] gloomy forecast of environmental degradation is of little or no value without 

pragmatic, concrete means to minimize the impacts and restore ecological equilibrium.”94  Such 

measures must be at least “roughly proportional” to the impacts of the project, and must not be 

remote or speculative.95  Indeed, a project should not be approved “as proposed if there are feasible 

mitigation measures available which would substantially lessen the significant environmental effects 

of the project.”96  

Mitigation measures or alternatives that address the proportion of affordable housing and the risk of 

displacement are feasible and should be discussed.97  Because, as described above, housing 

affordability and displacement will cause significance of environmental impacts identified in the 

DEIR as well as additional impacts likely to be identified with a proper analysis, it follows that 

concrete measures addressing housing affordability and anti-displacement measures are feasible 

methods for alleviating the identified environmental impacts. 

Here, the DEIR fails to consider or implement mitigation measures that would address the host of 

significant environmental impacts that will result from the induced housing demand caused by the 

project, displacement of existing low-income households, and lengthy auto commutes by tens of 

thousands of workers to direct, indirect, and induced jobs caused by the project.  Among the 

mitigation measures that should be considered and incorporated into the project are: substantial 

financial contributions to existing affordable housing trust funds for the development of lower-

income housing in Menlo Park, East Palo Alto, and surrounding cities; acquiring land to dedicate for 

lower-income housing development in Menlo Park, East Palo Alto, and surrounding cities; direct 

financing of affordable housing development; and financial, legal, or other assistance that will allow 

low income residents in Menlo Park and neighboring communities to remain in their homes or, if 

necessary, relocate within their existing neighborhoods. 

 

 

 

                                                           
93 See Pub. Res. Code §§21002.1(a)-(b), 21081.6(b); see also 14 CCR §15126.4.   
94 Environmental Council of Sacramento v. City of Sacramento (2006) 142 Cal. App. 4th 1018, 1039.   
95 See 14 CCR §15126.4(a)(2)(B) (citing Dolan v. City of Tigard, 512 U.S. 374 (1994)); see also Fed’n of Hillside & Canyon 
Ass’ns v. City of Los Angeles (2000) 83 Cal. App. 4th 1252, 1261. 
96  Cal. Pub. Res. Code §21002; see also 14 CCR §15002(a)(3) (agencies must prevent avoidable damage “when [it] finds 
[mitigation measures] to be feasible”).   
97 See 14 CCR §15131(c) (“Economic, social and particularly housing factors shall be considered by public agencies … in 
deciding whether change in a project are feasible to reduce or avoid the significant effects on the environment identified 
in the EIR.”).   
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� This study addresses an important question: how important is high-
tech employment growth for the U.S. labor market? As it turns out, the 
dynamism of the U.S. high-tech companies matters not just to scientists, 
software engineers and stock holders, but to the community at large. 
While the average worker may never be employed by Google or a high-
tech startup, our jobs are increasingly supported by the wealth created by 
innovators. The reason is that high-tech companies generate a growing 
number of jobs outside high-tech in the communities where they are 
located. My research shows that attracting a scientist or a software engineer 
to a city triggers a multiplier effect, increasing employment and salaries 
for those who provide local services. This study confirms and extends this 
finding using a broader definition of the high-tech sector.  It is a useful 
contribution to our understanding of job creation in America today.

- Enrico Moretti, Professor of Economics at the University of 
  California, Berkeley and author of The New Geography of Jobs 
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Executive Summary

This report analyzes patterns of high-technology employment and wages in the United States. It finds 
not only that high-tech jobs are a critical source of employment and income in the U.S. economy, but 
that growth in the high-tech sector has increasingly been occurring in regions that are economically 
and geographically diverse. This report also finds that the high-tech sector—defined here as the group 
of industries with very high shares of workers in the STEM fields of science, technology, engineering 
and math—is an important source of secondary job creation and local economic development. The key 
findings are as follows:

• Since the dot-com bust reached bottom in early 2004, employment growth in the high-tech sector 
has outpaced growth in the private sector as a whole by a ratio of three-to-one. High-tech sector 
employment has also been more resilient in the recent recession-and-recovery period and in the last 
year. The unemployment rate for the high-tech sector workforce has consistently been far below the 
rate for the nation as a whole, and recent wage growth has been stronger.

• Employment growth in STEM occupations has consistently been robust throughout the last decade, 
outpacing job gains across all occupations by a ratio of 27 to 1 between 2002 and 2011. When 
combined with very low unemployment and strong wage growth, this reflects the high demand for 
workers in these fields.

• Employment projections indicate that demand for high-tech workers will be stronger than for workers 
outside of high-tech at least through 2020. Employment in high-tech industries is projected to grow 
16.2 percent between 2011 and 2020 and employment in STEM occupations is expected to increase 
by 13.9 percent. Employment growth for the nation as a whole is expected to be 13.3 percent during 
the same period.

• Workers in high-tech industries and STEM occupations earn a substantial wage premium of between 
17 and 27 percent relative to workers in other fields, even after adjusting for factors outside of industry 
or occupation that affect wages (such as educational attainment, citizenship status, age, ethnicity and 
geography, among others).

• The growing income generated by the high-tech sector and the strong employment growth that 
supports it are important contributors to regional economic development. This is illustrated by the 
local multiplier, which estimates that the creation of one job in the high-tech sector of a region is 
associated with the creation of 4.3 additional jobs in the local goods and services economy of the 
same region in the long run. That is more than three times the local multiplier for manufacturing, 
which at 1.4, is still quite high.  
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FIGURE E1
Employment Change and Projections During Key Intervals
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FIGURE E2
High-Tech Employment Concentration by Metro, 2011
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One consistent bright spot in the U.S. economy has been the high-tech sector. Employment in high-tech  
industries has grown at a rate three times that of the private sector as a whole since early 2004, when the 
dot-com bust reached bottom. It has also performed better during the recent recession-and-recovery 
period and in the last year. The high-tech unemployment rate has consistently been well below the rate 
for the broader U.S. economy.

As the innovative engine of the economy, the high-tech sector is responsible for a disproportionate share 
of productivity gains and national income growth. Income generation is reflected in employment wages, 
where a typical high-tech worker earns between 17 and 27 percent more than a comparable worker in 
another field. This income also makes high-tech an important source of support for local services jobs 
and economic development in communities throughout the country.

Perhaps most important, high-tech employment has been spread broadly across the country. While 
some regions—such as San Francisco, Silicon Valley, Seattle, Boston and Austin—are well-known tech 
hubs, an investigation into the data reveals that high-tech employment exists in nearly all communities 
throughout the country. For example, almost 98 percent of U.S. counties had at least one high-tech 
business establishment in 2011. Furthermore, growth in high-tech employment is occurring in regions 
across the nation.

This report analyzes patterns of high-tech employment and wages in the United States. It finds not only 
that high-tech jobs are an important source of employment and income in the U.S. economy, but that 
growth in this sector has increasingly been occurring in regions that are economically and geographically 
diverse. This report also finds that high-tech industries are an important source of secondary job creation 
and local economic development.

Introduction
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The high-tech sector is defined here as the group of industries with very high shares of technology oriented 
workers—those in the STEM fields of science, technology, engineering and math. This definition includes a 
set of industries in what is traditionally thought of as high-tech—manufacturing and services in computers, 
advanced communications and electronics—as well as the medical and aerospace manufacturing, 
engineering services, and scientific research and development industries (see Appendix 1).

Figure 1 shows the percentage change in high-tech sector employment compared to total private-sector 
employment during several key time periods.1 
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�����	��	����	�����������	������������	��	
��	����	�������	��������	���������
�����	����	��������	������&������	 ��!���%

1 The Quarterly Census of Employment and Wages (QCEW) published by the Bureau of Labor Statistics (BLS) produces detailed industry data 
on business establishments, employment and wages. The data is available at the county, metro area, state and national levels. The data is based 
on administrative records of employer payrolls and includes nearly all non-self-employed workers in non-agricultural sectors of the economy.
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Since the bottom of the dot-com bust in early 2004, employment in the high-tech sector grew 11.1 
percent—three times the 3.7 percent growth seen across the entire private sector. Jobs in the high-tech 
sector have fallen less since the recession began in December 2007 than have jobs across the entire 
private sector. They have also gained more since the recession ended in June 2009, and in 2011, the 
latest year the data are available.
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FIGURE 1
Employment Change During Key Time Periods Through 2011
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The unemployment rate for the high-tech sector workforce has tended to stay far below the rate for the 
broader U.S. economy.2 The unemployment rate in high-tech was higher than the rate across all industries 
in just one year between 1995 and 2011. The unemployment rate subsequently fell more quickly and to 
much lower levels, indicating that high-tech workers who were laid-off during the dot-com bust were 
able to find work with greater ease. In the most recent cycle, the unemployment rate in high-tech rose 
more in percentage terms than the broader U.S. rate. However, high-tech unemployment also peaked at 
a much lower level and has declined more rapidly since.

�������	'%�%	������	
������	������������	��	
��	����	�������	��������	���������

2 The unemployment rate is calculated as the number of individuals without jobs who are actively looking for work (the unemployed) as a 
percentage of the labor force (the unemployed plus the employed).

Local Employment Concentration
Some regions—such as San Francisco, Silicon Valley, Seattle, Boston and Austin—are well-known tech 
hubs. Others, like Huntsville, AL and Wichita, KS may come as a surprise. Identifying where high-tech 
employment is concentrated and where job growth in this sector is occurring is important for policymakers, 
because it is precisely these types of jobs that have large impacts on local economic growth.

FIGURE 2
Unemployment Rate by Industry Group, 1995-2011
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3 Unless otherwise noted, this report defines metros as Core Based Statistical Areas (CBSAs) and Metro Divisions (MDs) as determined by the 
U.S. Census Bureau and the Office of Management and Budget.
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State Tech Jobs (%)
Washington 11.4

Massachusetts  9.4

Virginia  9.3

Maryland  8.9

Colorado  8.4

California  8.2

New Mexico  7.6

Utah  7.5

Connecticut  6.9

New Hampshire  6.9

United States 5.6

Figure 3 and Figure 4 map the share of employment in the 
high-tech sector across the U.S. in 2011, by state and by 
metro area.3 Comparison maps of high-tech employment 
concentrations in 1991, which show significant dispersion 
of high-tech jobs in the last two decades, are contained in 
Appendix 2. The maps here are accompanied by tables 
that highlight some of the regions with the greatest 
concentrations of high-tech employment. Detailed 
information on employment for each state and selected 
U.S. metro areas is provided in Appendix 3.

As Figure 3 shows, Western, Mid-Atlantic and some 
Northeastern states had the highest concentrations 
of high-tech employment in 2011. Washington was 
the highest at 11.4 percent. Massachusetts, Virginia, 
Maryland, Colorado and California were each above 8 
percent. The high-tech employment concentration of the 
entire United States was 5.6 percent. 
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FIGURE 3
High-Tech Employment Concentration by State, 2011

TABLE 1
Top 10 States for High-Tech 
Employment Concentration, 2011
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Metro Tech Jobs (%)
Austin-Round Rock, TX 10.7

Peabody, MA 10.3

Provo-Orem, UT 10.1

Colorado Springs, CO 10.1

Oakland-Fremont-Hayward, CA  9.7

Raleigh-Cary, NC  9.6

Santa Barbara-Santa Maria-Goleta, CA  8.9

Trenton-Ewing, NJ  8.8

Madison, WI  8.5

Albuquerque, NM  8.5

Lake County-Kenosha County, IL-WI  8.3

Santa Ana-Anaheim-Irvine, CA 8.2

United States 5.6
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Metro Tech Jobs (%)
San Jose-Sunnyvale-Santa Clara, CA 28.8

Boulder, CO 22.7

Huntsville, AL 22.4

Cambridge-Newton-Framingham, MA 20.3

Seattle-Bellevue-Everett, WA 18.2

Wichita, KS 14.8

Washington-Arlington-Alexandria, DC-VA-MD-WV 13.3

Palm Bay-Melbourne-Titusville, FL 13.3

Bethesda-Frederick-Rockville, MD 12.6

San Francisco-San Mateo-Redwood City, CA 12.2

Durham-Chapel Hill, NC 11.4

Manchester-Nashua, NH 11.3

San Diego-Carlsbad-San Marcos, CA 11.1
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FIGURE 4
High-Tech Employment Concentration by Metro, 2011

TABLE 2
Top 25 Metros for High-Tech Employment Concentration, 2011
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Local Employment Growth
One might expect tech hubs to be the same places where the greatest high-tech employment growth is 
occurring. A deeper examination of the data, however, reveals a few surprises.

State Change (%)
Delaware 12.8

South Carolina  8.6

Michigan  6.9

Kansas  6.0

Washington  5.8

Texas  4.7

Ohio  4.6

North Carolina  4.3

Alabama  4.3

Colorado  4.3

United States 2.6
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Delaware topped the list in 2011 with high-tech 
employment growth at 12.8 percent. South Carolina, 
Michigan, Kansas and Washington each had high-
tech employment growth in excess of 5 percent. Nine 
additional states had growth of 4 percent or more and 
a total of 41 states increased high-tech employment 
in 2011. Twenty-eight of the 50 states had high-tech 
employment growth outpace employment growth across 
the private sector as a whole.

Of the 25 metros with the greatest high-tech employment 
growth, just seven had high-tech employment 
concentrations above the national average. When taken 
from a smaller base, high growth in percentage terms 
naturally translates to fewer absolute job gains. But it is 
also true that because this report primarily focuses on 
the 150 largest U.S. metros, the annual changes are still 
significant and are in the thousands.4

4  It is important to note that employment and wage data in the QCEW are suppressed when the confidentiality of individual companies 
may be compromised. This situation typically occurs in sparsely populated regions or when fewer than four companies comprise a particular 
industry classification in a local economy. It can especially be the case when focusing on detailed industry classifications, as is done in this 
report. As a result, data for some regions is incomplete or understated. In spite of these limitations, the QCEW is a valuable and widely-used 
resource. A comparison of national and county data reveals that 13 percent of high-tech sector employment is suppressed in the local analyses 
nationwide. To mitigate these effects when measuring employment growth, this report generally focuses on the 150 metros with at least 126,000 
private-sector workers on employer payrolls. In addition, data for Lancaster, Pennsylvania has also been excluded because of an obvious data 
suppression issue that is inconsistently applied across years and therefore skews employment growth results.

TABLE 3
Top 10 States for High-Tech 
Employment Growth, 2010-2011

While significant, data aggregated at the state level may obscure important insights gained by looking 
at local economies. Figure 4 shows the concentration of high-tech employment at the metro area level. 
As the map illustrates, high-tech jobs are distributed throughout the country.

Many of the metro areas with large shares of high-tech workers will not come as a surprise. The San Jose, 
CA metro area, which encompasses most of Silicon Valley, had a high-tech employment concentration of 
28.8 percent in 2011. The Cambridge, MA area, home of a booming tech cluster, also had a share of high-
tech employment in excess of 20 percent. But so too did Boulder, CO and Huntsville, AL—places that 
may be less well-known as hubs of high-tech activity. Nearly 15 percent of private-sector employment in 
Wichita, KS was generated by high-tech. 
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For example, the explosive growth of 
36.3 percent for the high-tech sector of 
the Greensboro-High Point, NC metro in 
2011 was achieved through the addition of 
nearly 2,000 jobs. Though the Greensboro-
High Point metro has a relatively low 
concentration of high-tech jobs and 
therefore grew from a smaller base, the job 
gains seen there are non-trivial. At the other 
end of the concentration spectrum, the San 
Francisco-San Mateo-Redwood City, CA 
metro increased high-tech employment at 
an impressive rate of 20.1 percent in 2011 
with the addition of more than 17,600 jobs.

Columbia, SC added more than 1,400 high-
tech jobs, Dayton, OH added nearly 3,500 
and Ogden-Clearfield, UT added almost 
1,500. Of the five metros with the top high-
tech employment growth rates, Greensboro-
High Point and Columbia had relatively low 
concentrations of high-tech employment: 
both were around 2.5 percent. The Dayton, 
San Francisco-San Mateo-Redwood City 
and Ogden-Clearfield metros each had 
above-average concentrations of high-tech 
workers.

Many of the other metros with the greatest 
high-tech employment growth rates are 
spread throughout the country—in the 
Midwest, South, West, Northeast and 
along both coasts. These metros are in 
places known for high-skilled workforces 
as well as in places that are associated with 
industrial decay. Beyond the 25 metros in 
Table 4, 16 additional metros saw high-tech 
employment growth above 5 percent.

Metro Change (%)
Greensboro-High Point, NC 36.3

Columbia, SC 28.2

Dayton, OH 24.2

San Francisco-San Mateo-Redwood City, CA 20.1

Ogden-Clearfield, UT 19.3

Lansing-East Lansing, MI 17.6

Lake County-Kenosha County, IL-WI 13.5

Wilmington, DE-MD-NJ 13.4

Beaumont-Port Arthur, TX 12.8

Deltona-Daytona Beach-Ormond Beach, FL 12.5

Boise City-Nampa, ID 11.9

Augusta-Richmond County, GA-SC 11.7

Warren-Troy-Farmington Hills, MI 10.6

Asheville, NC 10.2

Canton-Massillon, OH 10.1

Cleveland-Elyria-Mentor, OH  9.1

Evansville, IN-KY  8.8

Davenport-Moline-Rock Island, IA-IL  8.7

Fayetteville-Springdale-Rogers, AR-MO  8.6

Kansas City, MO-KS  8.4

San Antonio, TX  8.4

Harrisburg-Carlisle, PA  8.2

Spokane, WA  7.7

Tulsa, OK  7.6

Louisville/Jefferson County, KY-IN  7.6

United States 2.6
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TABLE 4
Top 25 Metros for High-Tech 
Employment Growth, 2010-2011
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Metro Change (%)
Boise City-Nampa, ID 82.9

Augusta-Richmond County, GA-SC 81.9

Peoria, IL 41.0

Columbia, SC 40.1

Charleston-North Charleston-Summerville, SC 39.2

Little Rock-North Little Rock-Conway, AR 34.7

Albany-Schenectady-Troy, NY 29.9

San Francisco-San Mateo-Redwood City, CA 27.8

Anchorage, AK 27.2

Ogden-Clearfield, UT 25.6

Madison, WI 25.4

Lafayette, LA 24.2

San Antonio, TX 23.6

Sacramento-Arden-Arcade-Roseville, CA 23.4

Charlotte-Gastonia-Concord, NC-SC 22.3

Davenport-Moline-Rock Island, IA-IL 20.2

Mobile, AL 20.0

Green Bay, WI 20.0

Seattle-Bellevue-Everett, WA 17.1

Dayton, OH 16.0

Evansville, IN-KY 15.6

Columbus, OH 14.7

Canton-Massillon, OH 13.0

Raleigh-Cary, NC 12.6

Wilmington, DE-MD-NJ 12.4

United States 1.4

These results are robust even when 
looking back over a longer time period. 
Table 5 shows the metros with the highest 
growth rates between 2006 and 2011. Over 
that five-year span, 17 of the 25 metros 
with the greatest high-tech employment 
growth rates had below average high-tech 
employment concentrations in 2011.

Eighty of the 150 metros analyzed, or 53.3 
percent, had stronger growth in high-
tech employment than in the private 
sector as a whole in 2011. That trend was 
more pronounced in the five-year period 
between 2006 and 2011, when high-tech 
employment growth in 95 metros, or 63.3 
percent, outpaced employment growth 
across local private-sector economies.5

Another way to illustrate the point that 
recent growth in high-tech employment 
stretches beyond the well-known tech 
centers is by using scatter plot charts. The 
charts in Figure 5 show the correlation 
between high-tech employment 
concentration in a state or metro area 
with its one-year (2010-2011) and five-
year (2006-2011) high-tech employment 
growth.

As these scatter plot charts show, there has 
not been a strong relationship between 
high-tech employment concentration and 
high-tech employment growth in recent 

�������	
�����	��	����	�����������	������������	��	
��	����	�������	��������	���������

years. With the exception of the one-year growth rate for states, the relationships between high-tech 
employment concentration and employment growth are not statistically significant. This is true both for 
the states and metros analyzed, as well as for the one-year and five-year time periods. In other words, 
high-tech employment growth stretches beyond the well-known tech centers.

5 A systematic comparison of these 150 metros reveals that there are no significant differences in terms of labor availability (average 
age, average educational attainment, etc.) in those metros where high-tech employment growth was stronger than total private-
sector growth, versus those metros where it was weaker.

TABLE 5
Top 25 Metros for High-Tech 
Employment Growth, 2006-2011
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Taken together, the figures and tables displayed in this section tell a simple, yet perhaps surprising story. 
High-tech jobs tend to be concentrated in well-known tech hubs. They are also concentrated in a few, 
smaller, less well-known regions. High-tech employment growth, on the other hand, is happening in a 
more geographically and economically diverse set of regions. Growth is occurring in the Rust Belt and 
the South, as well as along the coasts and in regions with many high-skilled workers.

Overall, employment growth in the high-tech sector has been robust, outpacing employment growth in 
the broader private sector at regular intervals in the recent past. Unemployment in the high-tech sector 
workforce has generally been low, particularly when compared to the broader national unemployment 
rate. Finally, the distribution of high-tech jobs around the country has increased significantly during the 
last two decades.
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High-Tech Job Change 2010-11 (%)

High-Tech Job Change 2010-11 (%)

High-Tech Job Change 2006-11 (%)

High-Tech Job Change 2006-11 (%)

FIGURE 5a
State High-Tech Concentration vs. One 
Year Job Change, statistically significant

FIGURE 5b
State High-Tech Concentration vs. Five 
Year Job Change, not statistically significant

FIGURE 5c
Metro High-Tech Concentration vs. One 
Year Job Change, not statistically significant

FIGURE 5d
Metro High-Tech Concentration vs. Five 
Year Job Change, not statistically significant
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STEM Occupation Employment

After examining patterns in employment within high-tech industries irrespective of occupation, this report 
next analyzes employment trends in high-tech occupations irrespective of industry. Whereas industry 
data classifies workers by the goods and services their companies produce, occupational data classifies 
workers by what activity they are engaged in. High-tech occupations are defined here as those in the 
STEM fields of science, technology, engineering and math (see Appendix 1). Within STEM occupations as 
a whole, three broad occupational subgroups can be defined: computer and math sciences; engineering 
and related; and physical and life sciences.

Figure 6 compares the percentage change in employment in the STEM occupations as a whole to the 
percentage change in all occupations between 2000 and 2011.6

 

2000 2002 2010

Total 
Occupations

STEM
Occupations

0%

5%

10%

-5%

2004 2006 2008

�������	
�����	��	����	�����������	������������	��	
��	����	�������	��������	���������

6 The data source is the Occupational Employment Statistics (OES) published by the Bureau of Labor Statistics. The OES provides data on 
employment and wages for more than 800 occupations and includes the public and private sectors. Data can be analyzed by industry and 
occupation at the national level, and by occupation alone at the state and metro levels.

In the two years that followed the peak of the dot-com bubble in 2000, employment in STEM occupations 
fell more than employment across all occupations. But since 2002, the story has been remarkably different. 
Employment grew 16.2 percent in STEM occupations between 2002 and 2011, while employment across 
the economy grew by just 0.6 percent. A similar trend has been true during the recent recession-and-
recovery period. Since 2007, STEM employment has increased by 3.7 percent, and never fell below 
pre-recession levels during that period. Total employment went in the opposite direction, falling by 4.5 
percent. So far, a similar trend appears in the economic recovery.

FIGURE 6
STEM Employment Change Since 2000
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In terms of unemployment, a similar trend seen in the previous section can also be observed in the 
comparison of STEM occupations with total occupations, but it is even more pronounced.
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Figure 7 shows the unemployment rates for STEM occupations and for all occupations between 1995 and 
2011. At no point during that time span did the unemployment rate for STEM workers exceed the rate for 
the broader U.S. labor force. Although the STEM unemployment rate was elevated during the periods 
associated with the 2001 and 2007–2009 recessions, those levels were significantly below the overall 
unemployment rate. Outside of those periods, the unemployment rate for STEM occupations has been 
exceptionally low—hovering just below 2 percent throughout most of the late 1990s and dipping below 
that mark again in 2007. At 9.5 percent, the total unemployment rate in 2011 was more than twice the 4.2 
percent rate seen among the STEM workforce.

A look at more detailed subgroups of STEM occupations reveals some important insights. Figure 8 
compares the percentage employment change for three high-tech occupational subgroups—computer 
and math sciences; engineering and related; and physical and life sciences—to the percentage change 
for total occupations between 2000 and 2011.

Between 2000 and 2008, job growth in physical and life sciences occupations expanded rapidly by 42.1 
percent. By comparison, total occupations grew by 4.1 percent during the same period. That impressive 
growth trend has at least temporarily been put on hold since 2008. By a wide margin, medical scientists 
were the largest contributors to this growth, accounting for more than one quarter of the employment 
gains in the physical and life sciences subgroup.

FIGURE 7
Unemployment Rate by Occupation Group, 1995-2011
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After dipping more than 5 percent between 2000 and 2002, employment in the computer and math 
sciences occupations expanded at a strong pace. Employment in this subgroup increased 23.1 percent 
between 2002 and 2011. The growth rate for all occupations was essentially flat during that same period. 
Employment in the computer and math sciences subgroup has grown by an impressive 8 percent since 
the beginning of the recession, a period when total employment has fallen by nearly 5 percent. 

In contrast to that, employment change in the engineering and related occupations was actually negative 
between 2000 and 2011. A deeper look at the data reveals that employment for engineers gained across 
disciplines (civil, electrical, industrial, etc.) by 16 percent over that eleven-year period. The job losses 
seen across the engineering and related segment were driven entirely by steep declines in the “related” 
component—drafters, surveyors and technicians—which declined by 23 percent. Workers in this segment 
of engineering and related occupations are in the low-to-middle end of the skill distribution, whereas 
engineers are high-skilled.7 In other words, employment in engineering and related occupations has 
been rising for the high-skilled workers (engineers) regardless of subject matter, and falling for workers 
with lower skill levels (drafters, surveyors and technicians).

7 For information on minimum education and experience requirements for occupations, see the “Occupational Employment, Job Openings 
and Worker Characteristics” table in the Occupations section of the Employment Projections subject area of the Bureau of Labor Statistics 
website at http://www.bls.gov/emp/ep_table_107.htm

FIGURE 8
Detailed STEM Employment Change Since 2000
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Of the 635,510 net STEM jobs that were added between 2000 and 2011, computer and math sciences 
occupations accounted for 79.8 percent. This rise increased the computer and math sciences occupations 
share of total STEM jobs to 55 percent in 2011, up from 52.3 percent in 2000. Physical and life sciences 
occupations accounted for 34.6 percent of total STEM job gains. During the 2000–2011 period, physical 
and life sciences occupations increased their share of STEM jobs from 9.1 percent to 11.6 percent. The 
engineering and related occupations subgroup subtracted 14.4 percent from the net STEM job change.

Overall, employment growth in STEM occupations has been consistently robust throughout the last 
decade. It has been less volatile than—and has reliably outperformed—employment growth across all 
occupations. The substantial majority of that growth has been driven by computer and math sciences 
occupations, which have seen impressive growth since 2002. Physical and life sciences occupations 
were the second highest contributors as the result of explosive growth in percentage terms, yet from a 
smaller base. Employment in engineering and related occupations has declined since 2000, as jobs fell 
substantially after the dot-com bust, and has mimicked the anemic job growth in the broader economy 
since then. Job losses in engineering and related occupations have been entirely concentrated in the 
“related” occupations that employ workers with lower or mid-range skill levels.

52.3% 55.0%

9.1% 11.6%

38.6% 33.3%
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FIGURE 9
STEM Subgroup Employment Shares, 2000 and 2011
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High-Tech Employment Projections

The Bureau of Labor Statistics publishes ten-year employment and economic output projections bi-
annually through its Employment Projections program. The latest projections are for the ten-year period 
between 2010 and 2020 and were published in early 2012. Projections are calculated for industries and 
occupations at the national level. 

The projections estimate the number of jobs that will be needed in each occupation and industry in 
order to meet the demands of an optimally-performing economy in 2020. As a result, the projections 
may be interpreted not as a forecast that predicts what will occur, but instead, as an estimate of the 
employment growth that will need to occur to meet potential economic output in 2020.8

Using these employment projections, it is possible to calculate the estimated employment demand for 
high-tech industries and STEM occupations in 2020. Comparisons can be made to the broader economy 
and to non-high tech industries and non-STEM occupations. Adjustments are made to incorporate the 
existing data for 2011.

8 For more on the BLS Employment Projections, see Appendix 4 and Dixie Sommers and James C. Franklin, “Employment outlook: 2010-2020, 
Overview of projections to 2020,” Monthly Labor Review (U.S. Dept. of Labor and U.S. Bureau of Labor Statistics), Volume 135, Number 1, 
January 2012.
9 Note that the data used here is from the OES, which includes private- and public-sector workers, whereas the QCEW data contains only 
workers in the private sector. These sources also employ different methods and therefore naturally have slightly different estimates for the 
workforce.

Industry Occupation Employment (2011) Share of Total (%) Employment (2020) Share of Total (%)

Total Total 128,278,550 100.0 145,281,072 100.0

Total    STEM 6,410,180 5.0 7,303,482 5.0

   High-Tech Total 5,984,300 4.7 6,955,458 4.8

   High-Tech    STEM 2,804,160 2.2 3,381,999 2.3 

   Non-High Tech Total 122,294,250 95.3 138,325,616 95.2

   Non-High Tech    STEM 3,606,020 2.8 3,921,483 2.7
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To begin, Table 6 provides some important scope-defining information on high-tech industries and 
STEM occupations. At nearly 6 million, high-tech industries provide 4.7 percent of jobs across the U.S. 
economy.9 STEM occupations account for more than 6.4 million jobs, or 5 percent of the total. The 
combined set of high-tech workers—all workers employed in high-tech industries and those in STEM 
occupations outside of high-tech industries—constitutes almost 9.6 million jobs, or 7.5 percent of the 
U.S. workforce. The projections indicate that this combined group will need to add 1.3 million jobs to 
reach 10.9 million by 2020.

TABLE 6
Employment Levels and Shares, 2011 and 2020
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As Figure 10 makes clear, demand 
for jobs in high-tech is expected to 
surpass demand for jobs across the 
U.S. economy through at least 2020. 
High-tech industries are projected to 
grow by 16.2 percent between 2011 
and 2020, for a 1.7 percent average 
annual rate of growth. Employment 
in the remaining industries of the 
U.S. economy is projected to grow 
13.1 percent, or 1.4 percent on 
average each year.

A similar, though less pronounced 
story can be told about STEM 
occupations compared to all others. 
Employment in STEM occupations, 
irrespective of industry, is projected 
to grow by 13.9 percent in the nine 
years between 2011 and 2020, for an 
average annual rate of 1.5 percent. 
Employment in the remaining 
occupations is expected to grow 
by 13.2 percent, or 1.4 percent on 
average each year.

Though not pictured in Figure 10, 
employment in STEM occupations 
within high-tech industries is 
projected to grow 20.6 percent. 
This amounts to an average annual 
growth rate of 2.1 percent, or 50 

33.3%
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percent more than the 1.4 percent total annual employment growth expected each year across the 
entire economy. Employment in STEM occupations is expected to grow more slowly outside of high-tech 
industries, by 8.7 percent, or about 0.9 percent on average each year.

Several conclusions can be drawn from this section. First, the strong employment growth seen in the recent 
past in high-tech industries is expected to continue and to accelerate over this decade. Employment 
growth in high-tech industries is projected to outpace growth in the remaining industries; the same 
is true of STEM occupations compared to all other occupations. Much of the growth within high-tech 
industries is expected to be driven by workers in technical occupations, as the composition of STEM and 
non-STEM workers in those industries becomes more balanced. The demand for STEM workers outside 
of high-tech industries is also expected to grow, but at a much slower pace.
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FIGURE 10a
Employment Projections by Industry, 2011-2020
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High-Tech Wages

Though the job numbers and employment growth trends are important, perhaps nothing is more 
meaningful to workers and households than income. Employment wages reflect the share of national 
income that is captured by workers. As a result, wages are partially reflective of value-added economic 
output by sector. Wages also reflect the relative supply and demand of workers in their respective fields 
and regions.

Table 7 shows average annual wages for workers across industry and occupation groups. Workers in 
high-tech industries (across all occupations) earn almost three-quarters more per year than workers in the 
remaining industries. In STEM occupations (across all industries), workers earn nearly double. Workers 
with STEM jobs in high-tech industries earned almost 12 percent more than did STEM workers outside 
of high-tech industries. They also earned nearly one-third more than their non-STEM colleagues within 
high-tech industries in 2011. 

10 For information on minimum education and experience requirements for occupations, see the “Occupational Employment, Job Openings 
and Worker Characteristics” table in the Occupations section of the Employment Projections subject area of the Bureau of Labor Statistics 
website at http://www.bls.gov/emp/ep_table_107.htm

Industry Occupation Avg. Wage ($) 5-Year Change (%)

Total Total 45,230 3.4

Total    STEM 81,008 3.7

Total    Non-STEM 43,348 3.0

   High-Tech Total 75,431 5.7

   High-Tech    STEM 86,173 3.8

   High-Tech    Non-STEM 65,959 5.8

   Non-High Tech Total 43,752 3.1

   Non-High Tech    STEM 76,992 3.5

   Non-High Tech    Non-STEM 42,742 2.9

�������	
�����	��	����	�����������	������������	��	
��	����	�������	��������	���������

The five-year inflation-adjusted 
wage change in high-tech industries 
was almost twice the wage change 
for other industries. For STEM 
occupations, the five-year change 
was one-quarter greater than for 
non-STEM workers. STEM workers 
in high-tech industries also saw 
their wages grow more than did 
STEM workers outside of high-
tech industries. Interestingly, wage 
growth for non-STEM occupations 
within high-tech industries was much 
stronger than was wage growth for 
their high-tech industry colleagues 
in STEM positions.

Since most STEM occupations require a college degree at minimum, and since many of the jobs in high-
tech industries require high-skilled workers, it shouldn’t come as a surprise that wages for these groups 
are greater than wages for workers in other segments of the economy.10 However, a deeper examination 
of the data reveals that wages for high-tech workers are still higher than wages for other workers, even 
after accounting for factors outside of industry or occupation that influence wages.

TABLE 7
Average Annual Wages (2011) and 
Five-Year Percentage Change (2006-2011)
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A statistical regression is used to isolate the impact that employment in a high-tech industry or STEM 
occupation alone has on wages. The regression estimates the effect that employment in a high-tech 
industry or STEM occupation has on wages after accounting for all other factors that influence workers’ 
earnings, including age, gender, education, race, ethnicity, marital status and geography, among others.11  

The Current Population Survey, published by the U.S. Census Bureau, was used to conduct the analysis.12

As Figure 11 shows, even after adjusting for these factors, workers in high-tech still earn a substantial 
wage premium relative to other fields. On average, workers in high-tech industries earned 17.1 percent 
more than comparable workers in other industries between 1995 and 2011. A similar wage premium 
exists for workers in STEM occupations, who earned on average 21 percent more than their non-STEM 
counterparts. The impact was greatest for STEM workers within high-tech industries. They earned 27.3 
percent more than workers with comparable characteristics in other industries and occupations.

11 A regression was run on the log of annual wages of workers aged 25 or more against a set of worker characteristic variables: age (including 
polynomials up to the fourth degree), educational attainment, race and Hispanic origin, gender, marital status, nativity and citizenship status, 
union representation, metropolitan area, region, major industry, major occupation and year. The data set is the March supplement to the Current 
Population Survey and spans the years 1995 to 2011. See also David Langdon, George McKittrick, David Beede, Beethika Khan, and Mark Doms, 
“STEM: Good Jobs Now and for the Future,” ESA Issue Brief (U.S. Department of Commerce), #301-11, July 2011.
12 The Current Population Survey (CPS) is a jointly sponsored series by the U.S. Census Bureau and the Bureau of Labor Statistics. It is the 
primary source for workforce statistics and contains a host of demographic information on individual workers and households.
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The existence of the substantial 
wage premium in high-tech 
industries at least partially 
reflects the fact that, as drivers 
of innovation and productivity, 
high-tech industries are among 
the highest value-adding 
industries across the economy. 
Income gains, shared among 
workers, shareholders and 
governments, have followed 
accordingly. When combined 
with very low unemployment 
rates and strong job growth, 
rapidly increasing wages also 
reflect the fact that these 
workers are in high demand. 
The same is true of workers in 
STEM occupations.

FIGURE 11
High-Tech Wage Premium, 1995-2011
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High-Tech Jobs Multiplier

Why should local authorities care about attracting high-tech jobs when they represent a small share of 
total employment nationally? The answer is that these jobs provide a lot of economic bang for the buck. 
This occurs through two channels—first through income gains generated by innovation, productivity and 
a global marketplace, and second from the local jobs that are supported by that income generation.

Having long understood that well-paying jobs are critical to economic development, regional authorities 
have used large-scale tax incentives to attract companies that provide them. For example, officials 
in Alabama, Kentucky, South Carolina and Tennessee have devoted considerable effort to attracting 
foreign auto manufacturing facilities to their states. Doing so created jobs for many low and middle-
skilled workers that pay well in excess of what those same workers might have earned in other positions.

Like auto manufacturing, high-tech industries generally fall into the “tradable” segment of the U.S. 
economy. The tradable sector produces goods and services that can be consumed outside of the region 
where they are produced. For example, manufactured goods can be bought or sold around the world 
and web searches can be conducted anywhere with an Internet connection. Because companies in the 
tradable sector have access to markets outside their home region, this also means they must compete 
nationally and globally.

As a result, the tradable sector drives innovation and productivity, fueling economic growth. As evidence 
of this, economic output on a per-worker basis (a broad measure of labor productivity) increased by 
an inflation-adjusted 95 percent in the tradable sector between 1990 and 2010, compared with just 15 
percent in the rest of the economy. Furthermore, despite accounting for 29 percent of U.S. economic 
output in 1990, the tradable sector was responsible for 40 percent of economic growth during the next 
two decades.13

High-tech industries are emblematic of this, having been among the fastest growing in terms of economic 
output and productivity in recent decades.14 High-tech industries were also responsible for at least 53.8 
percent of total private sector research and development between 1990 and 2007, despite accounting for 
only 5.4 percent of private-sector employment and 3.9 percent of private-sector business establishments 
during the same period.15,16

The large and growing income generated by the tradable sector has an important secondary effect of 
supporting other local jobs. The “non-tradable” sector produces goods and services that are consumed 

13 Bureau of Economic Analysis, Industry Economic Accounts; and Ian Hathaway, “Globalization and the U.S. Economy: Diverging Income and 
Employment,” Bloomberg Government Study, 2011.
14 Bureau of Economic Analysis, Industry Economic Accounts; and Michael Spence and Sandile Hlatshwayo, “The Evolving Structure of the 
American Economy and the Employment Challenge,” a Council on Foreign Relations Working Paper. March 2011.
15 Bureau of Economic Analysis, 2010 Research and Development Satellite Account, Table 5.1 Private Business Investment in R&D by Industry, 
1987–2007. This is a minimum, because data is not available for some industries included in the high-tech sector.
16 Bureau of Labor Statistics; calculations by Bay Area Council Economic Institute
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Businesses in the non-tradable sector serve the local economy and are generally shielded from 
competition outside of the region. As a result, innovation and productivity growth in the non-tradable 
sector are low. Non-tradable jobs are precisely the types of jobs that are supported by the innovative 
tradable sector, which captures income from other regions of the country or the world.

Moretti (2010) provides the framework for quantifying this “local multiplier” effect.17 That methodology 
is applied here to estimate the secondary job creation stemming from economic activity in high-tech 
industries as defined in this report. In particular, it provides a long run estimate of the number of jobs 
that are created in the local non-tradable sector by the creation of one job in the local high-tech sector 
(see Appendix 5). For comparison, a local non-tradable job creation estimate is also tabulated for 
manufacturing.

As Figure 12 makes clear, the local multiplier effect for high-tech is large. For each job created in the local 
high-tech sector, approximately 4.3 jobs are created in the local non-tradable sector in the long run.18 
These jobs could be for lawyers, dentists, schoolteachers, cooks or retail clerks. In short, the income 
generated by high-tech industries spurs a high rate of economic activity that supports local jobs.

While also large, the local multiplier for the manufacturing sector is much smaller than the multiplier for 
high-tech. The creation of one job in manufacturing creates an estimated 1.4 additional jobs in the local 
non-tradable sector, about one-third as many as created by high-tech.

The especially large local multiplier for 
high-tech reflects the fact that workers 
in these industries have higher levels 
of disposable income, which is spent 
on meals, transportation, housing and 
other services in the local community. 
It also reflects the fact that high-tech 
companies tend to cluster around 
one another, which attracts additional 
high-tech firms and the local service-
providers that support their business 
activities.19

17 Enrico Moretti, “Local Multipliers,” American Economic Review: Papers & Proceedings, Volume100, Issue 2, May 2010: 373–377.
18 Note the multiplier of 4.3 differs from Moretti’s (2010) estimate of 4.9 for high-tech. This is the result of differences in the definition of sectors 
and periods of analysis. Either result points to a large local multiplier effect for high-tech. For more on the local multiplier methodology, see 
Appendix 5.
19 For more on this, see Enrico Moretti, The New Geography of Jobs (New York: Houghton Mifflin Harcourt Publishing Company, 2012), 55-63.
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in the same region where they are produced. This primarily includes localized services such as health 
care, restaurants, hotels and personal services, but it also includes the goods-producing construction 
sector as well.

FIGURE 12
Local Jobs Multipliers
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Conclusions

This report tells a simple yet compelling story about high-tech employment and wages in the U.S. 
economy. First, since the bottom of the dot-com bust was reached in early 2004, employment growth 
in high-tech industries outpaced employment growth in the entire private sector by a ratio of three-to-
one. High-tech employment has also been more resilient in the recent recession-and-recovery period 
and in the latest year for which data is available. The unemployment rate for the high-tech workforce has 
consistently been lower than for the nation as a whole.

Second, high-tech employment concentration and job growth are occurring in a geographically and 
economically diverse set of regions throughout the country. Beyond the well-known tech hubs that tend 
to coalesce around both coasts, pockets of high-tech clusters also exist throughout the Rocky Mountains, 
Great Plains, Midwest and South. High-tech job growth is taking place in regions across the country, 
irrespective of whether a tech cluster exists there. Furthermore, high-tech employment is increasingly 
being distributed across the country. This may be evidence that some regions are playing catch-up as 
technological advances allow for a wider dispersion of production in high-tech goods and services.

Third, employment in high-tech occupations, or STEM fields, has consistently been robust throughout 
the recent decade. When combined with very low unemployment and strong wage growth, this reflects 
the high demand for workers in these fields. The substantial majority of that growth was driven by gains in 
computer and math sciences occupations, followed by physical and life sciences occupations at a distant 
second. Employment in engineering and related occupations actually fell, driven by declines in jobs for 
workers with lower skill levels.

Fourth, employment projections indicate that demand for workers in both high-tech industries and high-
tech occupations will be stronger than the demand for workers outside of high-tech at least through 
2020. This reflects the economic growth that is occurring within high-tech industries and the increasing 
demand for workers with technical skills to support that growth. Within high-tech industries, demand for 
STEM workers is expected to grow by two-thirds more than demand for non-STEM workers.

Fifth, workers in high-tech industries and occupations earn a substantial wage premium relative to workers 
in other fields, even after accounting for factors that affect wages outside of industry or occupation. The 
high wage levels seen in high-tech industries and STEM occupations reflect the substantial value-add 
that high-tech brings to production. They also reflect the high demand for workers in technical fields. As 
an important driver of innovation and productivity, high-tech industries are capturing a growing share of 
national income, which then makes its way to workers through wages.
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Finally, the growing income generated by the high-tech sector and the strong employment growth that 
supports it are important contributors to regional economic development. This is shown by the local 
multiplier effect, which is especially large for high-tech, where the creation of one local high-tech job 
is associated with more than four additional jobs in the non-tradable sector of the local economy in 
the long run. The local multiplier for high-tech is more than three times as large as the multiplier for 
manufacturing, which has been a favorite target for the economic development strategies of regional 
authorities.

In sum, this report shows the importance of the high-tech sector to employment and income in the 
U.S. economy. Perhaps more importantly, it shows that this high-tech prosperity is increasingly reaching 
beyond the well-known tech centers to a broader range of regions around the nation. This economic 
activity supports a wide range of jobs outside of high-tech.
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Appendices

Appendix 1: Defining High-Tech
In 2004, the Bureau of Labor Statistics conducted an interagency seminar to evaluate the methodology 
for identifying high-tech industries. According to a study published the following year, the committee 
determined that the presence of four major factors constitute a high-tech industry: a high proportion 
of scientists, engineers, and technicians; a high proportion of R&D employment; production of high-
tech products, as specified on a Census Bureau list of advanced-technology products; and the use of 
high-tech production methods, including intense use of high-tech capital goods and services in the 
production process.20

The study also concluded that because of “data and conceptual problems,” the intensity of “science, 
engineering, and technician” employment would be the basis for identifying high-tech industries. 
Seventy-six “technology-oriented occupations” were used to conduct the employment intensity analysis. 
A condensed list is outlined in Table 8.21 Broadly speaking, these occupations coalesce around three 
groups—computer and math scientists; engineers, drafters and surveyors; and physical and life scientists.

SOC Code Occupation

11-3020 Computer and information systems managers

11-9040 Engineering managers

11-9120 Natural sciences managers

15-0000 Computer and mathematical scientists

17-2000 Engineers

17-3000 Drafters, engineering, and mapping technicians

19-1000 Life scientists

19-2000 Physical scientists

19-4000 Life, physical, and social science technicians
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20 Daniel E. Hecker, “High-technology employment: a NAICS-based update,” Monthly Labor Review (U.S. Dept. of Labor and U.S. Bureau of 
Labor Statistics), Volume 128, Number 7, July 2005: 58.
21 For the detailed list, see Table 3 in Hecker, “High-technology employment: a NAICS-based update,” 63.

TABLE 8
Technology-Oriented Occupations



Page 29High-Tech Employment and Wages in the United States

After this group of occupations was identified, an intensity analysis was conducted to determine 
which industries contained large shares of these technology-oriented workers. Of the more than 300 
industries at the level of granularity used, the fourteen shown in Table 9 had the highest concentrations 
of technology-oriented workers. Each of these fourteen “Level-1” industries had concentrations of high-
tech employment at least 5 times the average across industries.22
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22 See the Level-I Industries section of Table 1 in Hecker, “High-technology employment: a NAICS-based update,” 60.

This report uses the method described above to define the high-tech sector of the U.S. economy. Checks 
were made to ensure that the identifying conditions held in the latest available data, and crosswalks 
were performed to account for changes in industry and occupation classifications over time. Though 
the Bureau of Labor Statistics report ultimately concluded that a wider group of industries could be 
considered high-tech, this report uses a more conservative approach by analyzing just the fourteen 
Level-1 industries with very high concentrations of technology-oriented workers in the STEM fields of 
science, technology, engineering and math.

NAICS Code Industry
3254 Pharmaceutical and medicine manufacturing

3341 Computer and peripheral equipment manufacturing

3342 Communications equipment manufacturing

3344 Semiconductor and other electronic component manufacturing

3345 Navigational, measuring, electromedical, and control instruments manufacturing

3364 Aerospace product and parts manufacturing

5112 Software publishers

5161 Internet publishing and broadcasting

5179 Other telecommunications

5181 Internet service providers and Web search portals

5182 Data processing, hosting, and related services

5413 Architectural, engineering, and related services

5415 Computer systems design and related services

5417 Scientific research-and-development services

TABLE 9
High-Technology Industries
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Appendix 2: High-Tech Employment Concentration Maps
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Appendix 3: High-Tech Industry Employment and Wages

Metro High-Tech 
Share (%)

High-Tech
Jobs (‘000s)

One Year
Percent Change

Five Year
Percent Change

Average
Wage ($)

Alabama 5.3 77.7 4.3 5.9 78,493

Alaska 3.8 8.8 4.0 28.1 80,911

Arizona 6.3 128.6 2.2 -6.7 88,566

Arkansas 2.6 24.5 0.6 -0.7 63,408

California 8.2 1,020.5 2.5 2.4 121,249

Colorado 8.4 155.5 4.3 2.5 98,806

Connecticut 6.9 96.5 0.8 -5.1 98,198

Delaware 5.4 18.7 12.8 0.1 92,175

Florida 4.0 250.8 0.9 -7.5 79,828

Georgia 4.9 155.5 1.0 1.8 85,064

Hawaii 2.7 12.9 -2.2 -4.6 79,669

Idaho 5.3 26.5 1.6 -25.9 86,039

Illinois 4.3 208.9 2.2 -2.9 91,559

Indiana 3.5 83.1 -1.0 -2.2 80,433

Iowa 2.3 28.7 2.5 -23.4 68,415

Kansas 6.6 70.6 6.0 -5.7 74,754

Kentucky 2.7 39.7 0.4 8.8 60,821

Louisiana 2.5 38.5 1.8 6.0 77,988

Maine 3.1 15.3 -6.2 -10.9 68,475

Maryland 8.9 179.2 2.1 6.6 100,054

Massachusetts 9.4 264.6 2.3 5.1 117,737

Michigan 5.0 167.2 6.9 -4.2 82,960

Minnesota 5.3 120.0 3.2 -3.3 85,754

Mississippi 2.0 16.5 1.3 -2.6 64,593

Missouri 4.4 95.6 2.9 -2.3 88,698

Montana 3.0 10.3 1.2 2.7 68,875

Nebraska 4.1 30.6 2.7 -1.6 67,660

Nevada 2.5 24.7 0.1 -14.9 78,507

New Hampshire 6.9 35.9 3.6 -1.7 93,958

New Jersey 6.5 207.8 0.3 -8.1 109,490

New Mexico 7.6 45.7 -0.7 -11.5 80,876

New York 4.8 340.7 3.8 3.7 92,456

North Carolina 5.2 166.9 4.3 4.8 86,446

North Dakota 3.2 10.4 -2.0 18.0 71,377

Ohio 4.1 174.8 4.6 7.1 76,825

Oklahoma 2.9 35.1 1.9 0.1 67,182

Oregon 6.0 82.0 3.5 -3.8 89,625

Pennsylvania 4.6 225.7 1.5 1.2 87,738

Rhode Island 4.2 16.4 -11.3 -13.7 74,282

South Carolina 3.7 53.3 8.6 22.7 72,142

South Dakota 2.0 6.4 -4.3 12.9 55,714

Tennessee 2.7 59.4 0.1 1.6 86,933

Texas 5.7 496.3 4.7 4.9 95,848

Utah 7.5 74.2 4.1 10.5 74,024

Vermont 6.1 15.0 0.2 5.2 75,629

Virginia 9.3 272.2 0.6 4.7 104,602

Washington 11.4 267.5 5.8 15.8 100,463

West Virginia 2.5 14.5 -1.5 3.9 60,743

Wisconsin 3.6 83.7 4.1 6.3 74,010

Wyoming 1.8 3.8 -3.7 -7.5 65,217

United States     5.6  6,133.5     2.6     1.4 95,832

Summary of 
High-Tech Industry 
Employment and 
Wages by State 
(2011)
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Metro High-Tech 
Share (%)

High-Tech
Jobs (‘000s)

One Year
Percent 
Change

Five Year
Percent 
Change

Average
Wage ($)

Akron, OH 3.0 8.1 -1.2 3.6  73,084 

Albany-Schenectady-Troy, NY 5.1 16.3 -1.5 29.9  81,299 

Albuquerque, NM 8.5 23.9 0.5 -14.1  76,152 

Allentown-Bethlehem-Easton, PA-NJ 2.7 7.7 -2.1 1.6  70,117 

Anchorage, AK 5.0 6.8 2.9 27.2  84,162 

Asheville, NC 1.6 2.3 10.2 -4.8  58,325 

Atlanta-Sandy Springs-Marietta, GA 4.9 91.9 4.7 -2.5  93,312 

Augusta-Richmond County, GA-SC 2.7 4.4 11.7 81.9  77,566 

Austin-Round Rock, TX 10.7 67.2 4.9 -0.1  101,281 

Bakersfield, CA 2.6 6.1 -10.7 2.3  77,345 

Baltimore-Towson, MD 6.6 66.1 4.1 7.9  100,562 

Baton Rouge, LA 3.3 9.6 3.9 5.8  87,340 

Beaumont-Port Arthur, TX 2.8 3.8 12.8 -15.3  82,975 

Bethesda-Frederick-Rockville, MD 12.6 55.6 -0.4 -1.9  103,569 

Birmingham-Hoover, AL 2.6 9.9 -2.7 -7.3  76,552 

Boise City-Nampa, ID 6.0 12.9 11.9 82.9  90,609 

Boston-Quincy, MA 5.1 48.5 6.0 7.2  120,454 

Boulder, CO 22.7 29.9 3.3 -7.7  105,770 

Bradenton-Sarasota-Venice, FL 2.2 4.8 -1.3 -19.3  73,348 

Bridgeport-Stamford-Norwalk, CT 5.3 19.2 2.7 -2.8  112,871 

Buffalo-Niagara Falls, NY 4.1 18.1 -0.8 5.7  63,488 

Cambridge-Newton-Framingham, MA 20.3 149.4 1.5 6.1  127,345 

Camden, NJ 2.9 11.6 -9.1 -24.0  90,508 

Canton-Massillon, OH 1.0 1.4 10.1 13.0  55,455 

Cape Coral-Fort Myers, FL 1.8 2.9 3.8 -29.2  63,099 

Charleston-North Charleston-Summerville, SC 4.7 10.4 5.2 39.2  76,599 

Charlotte-Gastonia-Concord, NC-SC 4.0 28.7 3.9 22.3  84,584 

Chattanooga, TN-GA 1.2 2.2 -7.7 -18.0  77,875 

Chicago-Naperville-Joliet, IL 4.1 128.0 0.0 -8.6  91,630 

Cincinnati-Middletown, OH-KY-IN 4.2 35.4 4.1 1.1  84,095 

Cleveland-Elyria-Mentor, OH 3.8 31.9 9.1 4.3  73,720 

Colorado Springs, CO 10.1 19.6 -1.3 -8.0  89,570 

Columbia, SC 2.5 6.4 28.2 40.1  74,500 

Columbus, OH 5.5 41.0 6.9 14.7  76,431 

Corpus Christi, TX 1.8 2.6 -7.0 2.8  74,313 

Dallas-Plano-Irving, TX 7.7 137.5 6.5 0.6  100,507 

Davenport-Moline-Rock Island, IA-IL 1.7 2.6 8.7 20.2  77,830 

Dayton, OH 6.0 18.0 24.2 16.0  77,638 

Deltona-Daytona Beach-Ormond Beach, FL 2.1 2.6 12.5 9.3  51,445 

Denver-Aurora-Broomfield, CO 6.9 71.6 7.3 8.2  98,137 

Des Moines-West Des Moines, IA 3.0 8.4 6.6 3.6  73,245 

Detroit-Livonia-Dearborn, MI 5.1 30.3 3.6 -6.9  98,013 

Durham-Chapel Hill, NC 11.4 24.1 -3.0 -2.1  100,576 

Edison-New Brunswick, NJ 8.0 64.6 -2.1 -9.1  106,319 

El Paso, TX 2.2 4.5 -8.7 -5.3  50,543 

Evansville, IN-KY 1.5 2.3 8.8 15.6  73,448 

Fayetteville-Springdale-Rogers, AR-MO 2.9 4.9 8.6 5.7  64,770 

Fort Lauderdale-Pompano Beach-Deerfield Beach, FL 4.2 24.9 0.8 5.4  79,556 

Fort Wayne, IN 3.4 5.9 -9.5 -2.4  72,872 

Fort Worth-Arlington, TX 6.3 46.2 2.7 2.1  93,007 

Fresno, CA 1.0 2.7 -0.9 -28.2  64,718 

United States     5.6 6,133.5     2.6     1.4 95,832

Summary of 
High-Tech Industry 
Employment and 
Wages by Metro
(2011)
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Metro High-Tech 
Share (%)

High-Tech
Jobs (‘000s)

One Year
Percent 
Change

Five Year
Percent 
Change

Average
Wage ($)

Gary, IN 1.1 2.4 5.3 -10.0  66,841 

Grand Rapids-Wyoming, MI 2.4 8.2 -1.0 -4.6  74,107 

Green Bay, WI 1.9 2.7 -2.5 20.0  67,347 

Greensboro-High Point, NC 2.5 7.2 36.3 -3.7  82,389 

Greenville-Mauldin-Easley, SC 4.0 9.9 -1.3 2.5  71,460 

Harrisburg-Carlisle, PA 3.7 9.2 8.2 8.4  67,975 

Hartford-West Hartford-East Hartford, CT 8.2 39.2 0.3 4.6  91,194 

Honolulu, HI 3.3 11.3 -1.2 -2.3  80,436 

Houston-Sugar Land-Baytown, TX 5.5 122.5 5.2 9.1  107,194 

Huntsville, AL 22.4 33.8 -3.9 -0.2  88,291 

Indianapolis-Carmel, IN 4.0 29.3 4.8 5.9  83,823 

Jackson, MS 1.9 3.4 4.9 10.7  68,796 

Jacksonville, FL 3.4 16.4 -3.3 -3.1  82,590 

Kansas City, MO-KS 4.8 38.2 8.4 0.4  90,703 

Knoxville, TN 3.2 8.6 -10.7 -6.4  88,630 

Lafayette, LA 3.0 4.0 -0.3 24.2  73,260 

Lake County-Kenosha County, IL-WI 8.3 26.5 13.5 1.8  115,684 

Lakeland-Winter Haven, FL 1.1 1.8 4.1 -20.0  66,162 

Lansing-East Lansing, MI 2.7 4.0 17.6 -0.9  76,781 

Las Vegas-Paradise, NV 2.1 14.7 -0.7 -17.9  79,974 

Lexington-Fayette, KY 2.9 5.7 -28.0 -13.1  72,310 

Lincoln, NE 3.7 4.8 -15.2 -8.7  62,529 

Little Rock-North Little Rock-Conway, AR 2.9 7.5 6.1 34.7  66,817 

Los Angeles-Long Beach-Glendale, CA 5.7 193.9 -0.1 -6.3  95,635 

Louisville/Jefferson County, KY-IN 2.0 9.9 7.6 -4.7  70,428 

Madison, WI 8.5 22.0 7.2 25.4  82,280 

Manchester-Nashua, NH 11.3 18.8 2.2 -6.1  98,971 

McAllen-Edinburg-Mission, TX 0.6 1.1 -0.7 9.6  45,067 

Memphis, TN-MS-AR 1.5 7.6 -0.9 -7.4  78,144 

Miami-Miami Beach-Kendall, FL 2.6 21.9 1.5 -9.8  73,130 

Milwaukee-Waukesha-West Allis, WI 4.3 30.1 4.8 -6.2  81,595 

Minneapolis-St. Paul-Bloomington, MN-WI 6.1 91.4 4.6 2.7  88,721 

Mobile, AL 3.5 4.9 2.0 20.0  66,961 

Modesto, CA 1.0 1.3 5.6 -27.0  50,981 

Nashville-Davidson-Murfreesboro-Franklin, TN 2.5 15.9 -2.5 11.9  104,198 

Nassau-Suffolk, NY 5.5 56.2 5.1 1.4  82,518 

Newark-Union, NJ-PA 6.6 50.9 -1.1 -19.4  124,727 

New Haven-Milford, CT 5.0 15.4 -0.4 -15.4  97,229 

New Orleans-Metairie-Kenner, LA 2.9 12.5 2.1 10.8  87,836 

New York-White Plains-Wayne, NY-NJ 4.0 176.4 5.3 11.6  108,771 

Oakland-Fremont-Hayward, CA 9.7 79.3 4.0 7.2  107,668 

Ogden-Clearfield, UT 6.0 9.2 19.3 25.6  68,415 

Oklahoma City, OK 2.9 12.9 1.4 -5.3  69,646 

Omaha-Council Bluffs, NE-IA 4.6 17.3 3.1 -0.6  74,554 

Orlando-Kissimmee, FL 4.1 35.2 -2.3 -8.2  82,621 

Oxnard-Thousand Oaks-Ventura, CA 5.5 14.2 -4.3 -12.1  88,044 

Palm Bay-Melbourne-Titusville, FL 13.3 21.1 -3.3 -5.4  78,962 

Peabody, MA 10.3 27.1 0.1 -1.3  99,704 

Peoria, IL 1.6 2.6 -2.7 41.0  62,930 

United States     5.6 6,133.5       2.6     1.4 95,832

Summary of 
High-Tech Industry 
Employment and 
Wages by Metro
(2011), continued
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Metro High-Tech 
Share (%)

High-Tech
Jobs (‘000s)

One Year
Percent 
Change

Five Year
Percent 
Change

Average
Wage ($)

Philadelphia, PA 6.1 96.3 -0.8 -10.8 104,380

Phoenix-Mesa-Scottsdale, AZ 6.4 95.5 4.7 -5.9 89,419

Pittsburgh, PA 4.5 44.1 3.1 5.8  79,283 

Portland-South Portland-Biddeford, ME 3.8 8.3 -8.1 -3.7  78,157 

Portland-Vancouver-Beaverton, OR-WA 8.0 68.5 4.6 -0.4  92,928 

Poughkeepsie-Newburgh-Middletown, NY 2.0 4.0 -3.8 10.1  80,620 

Providence-New Bedford-Fall River, RI-MA 3.5 19.8 1.0 5.6  70,300 

Provo-Orem, UT 10.1 15.1 4.3 11.6  72,416 

Raleigh-Cary, NC 9.6 39.6 4.3 12.6  91,053 

Reading, PA 2.5 3.6 2.3 6.3  76,412 

Reno-Sparks, NV 3.3 5.3 3.0 -4.9  78,059 

Richmond, VA 3.5 16.9 4.7 10.8  85,437 

Riverside-San Bernardino-Ontario, CA 2.3 21.2 1.8 -21.9  71,740 

Rochester, NY 4.1 17.1 0.5 -7.1  73,395 

Rockingham County-Strafford County, NH 5.5 8.5 0.9 8.0  86,964 

Sacramento-Arden-Arcade-Roseville, CA 4.8 29.4 -7.9 23.4  93,341 

St. Louis, MO-IL 3.7 40.4 1.2 -7.2  91,205 

Salinas, CA 1.7 2.4 -6.9 -7.1  77,490 

Salt Lake City, UT 7.7 40.3 3.8 10.9  74,412 

San Antonio, TX 5.0 34.2 8.4 23.6  74,254 

San Diego-Carlsbad-San Marcos, CA 11.1 115.2 -0.5 9.8  110,408 

San Francisco-San Mateo-Redwood City, CA 12.2 105.5 20.1 27.8  152,136 

San Jose-Sunnyvale-Santa Clara, CA 28.8 232.0 5.6 5.1  170,203 

Santa Ana-Anaheim-Irvine, CA 8.2 102.9 0.2 -7.6  96,291 

Santa Barbara-Santa Maria-Goleta, CA 8.9 13.2 5.7 6.0  91,143 

Santa Rosa-Petaluma, CA 4.4 6.8 -1.1 -11.5  99,814 

Scranton-Wilkes-Barre, PA 1.2 2.5 -8.2 -11.5  62,341 

Seattle-Bellevue-Everett, WA 18.2 220.7 6.5 17.1  105,115 

Shreveport-Bossier City, LA 1.3 1.8 2.1 -47.9  56,701 

Spokane, WA 3.5 5.8 7.7 8.8  70,030 

Springfield, MA 1.5 3.5 -3.8 -21.4  85,072 

Springfield, MO 0.9 1.3 -23.0 -41.7  61,992 

Stockton, CA 0.9 1.5 -12.0 -14.7  64,106 

Syracuse, NY 5.4 13.0 0.3 11.8  74,224 

Tacoma, WA 3.1 6.3 -1.5 -1.1  82,999 

Tampa-St. Petersburg-Clearwater, FL 4.4 42.3 4.2 -5.3  85,390 

Toledo, OH 1.9 4.7 0.8 -0.1  76,884 

Trenton-Ewing, NJ 8.8 14.2 3.7 -0.3  114,723 

Tucson, AZ 4.7 12.9 2.9 -8.4  86,802 

Tulsa, OK 3.4 12.0 7.6 -6.6  70,595 

Virginia Beach-Norfolk-Newport News, VA-NC 4.8 26.6 -4.5 -1.1  74,209 

Warren-Troy-Farmington Hills, MI 7.8 74.3 10.6 1.5  82,039 

Washington-Arlington-Alexandria, DC-VA-MD-WV 13.3 239.6 2.4 6.5  112,081 

West Palm Beach-Boca Raton-Boynton Beach, FL 3.8 16.9 3.0 -15.9  84,955 

Wichita, KS 14.8 35.4 -0.5 -15.2  72,082 

Wilmington, DE-MD-NJ 6.1 16.7 13.4 12.4  94,578 

Winston-Salem, NC 1.3 2.2 -1.0 -30.7  72,620 

Worcester, MA 5.0 13.5 -5.0 -19.8  95,938 

York-Hanover, PA 2.3 3.5 -0.4 -13.2  65,033 

Youngstown-Warren-Boardman, OH-PA 0.8 1.6 -6.0 -11.1  62,161 

United States 5.6 6,133.5 2.6 1.4  95,832

Summary of 
High-Tech Industry 
Employment and 
Wages by Metro
(2011), continued
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Appendix 4: Employment Projections Methodology
The Bureau of Labor Statistics (BLS) publishes ten-year employment and economic output projections 
bi-annually through its Employment Projections program. The latest projections are for the ten-year 
period between 2010 and 2020 and were published in 2012. Projections are calculated for industries and 
occupations at the national level. The approach involves several steps.

First, the BLS determines the size and characteristics of the labor force ten years forward from a simple 
extrapolation of its composition in 2010, the base year. This works as a labor supply constraint. From 
there, one additional assumption is made about the economy in 2020—that full employment has been 
achieved. In other words, the economy is operating at maximum sustainable output.23 With these two 
assumptions in hand, a macroeconomic simulation is run to project the size and composition of gross 
domestic product (GDP) in 2020. When that projection is combined with industry input-output tables, 
it is then possible to estimate what the output level for each industry would be under that estimate of 
economy-wide production.

Once the potential economic output of each industry is projected for 2020, the BLS then works backward 
to project industry employment needs to meet that output level. This is done by utilizing data on 
employment and labor productivity leading into the base year. Then the BLS translates the industry 
employment estimates into occupational employment estimates by utilizing the National Employment 
Matrix (NEM). The NEM contains detailed data on occupational employment distribution within detailed 
industries. By combining the NEM along with trends in industry-occupational mixes due to such factors 
as technology and changes in business practices, the BLS is then able to project the number of jobs in 
each occupation that it would take to meet each industry’s projected employment needs. 24

This report utilizes these employment projections for detailed industries and occupations and applies 
them to the list of high-tech industries and STEM occupations.

23 Maximum sustainable output refers to an economy that is operating at optimal capacity, where full employment is reached and inflation is 
stable.
24 For more on the BLS employment projections, see: Dixie Sommers and James C. Franklin, “Employment outlook: 2010-2020, Overview of 
projections to 2020,” Monthly Labor Review (U.S. Dept. of Labor and U.S. Bureau of Labor Statistics), Volume 135, Number 1, January 2012.
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Appendix 5: Jobs Multiplier Methodology
Moretti (2010) provides the framework for estimating local multipliers.25 This framework captures the 
long-term local job-creating effect of the addition of one job in the tradable sector, which is channeled 
primarily through increased demand for local goods and services. However, it also accounts for the partial 
offset of this positive effect on employment by general equilibrium effects that are induced by changes 
in local wages and prices. More specifically, it quantifies “the long-term change in the number of jobs in 
a city’s tradable and non-tradable sectors generated by an exogenous increase in the number of jobs in 
the tradable sector, allowing for the endogenous reallocation of factors and adjustment of prices.”

Using data from the Census of Population in 1990 and 2000, and the 2010 American Community Survey, 
variants of the following two models are estimated:

25 Enrico Moretti, “Local Multipliers,” American Economic Review: Papers & Proceedings, Volume100, Issue 2, May 2010: 373–377.
26 See Table 2.3 on page 59 of J. Bradford Jensen, Global Trade in Services: Fear, Facts, and Offshoring (Peterson Institute of International 
Economics, 2011); adjustments made by Bay Area Council Economic Institute.

(1)

(2)

where SYM is the log-change of employment in the non-tradable sector in metro SYover a specified 
period of time sy (ten years); sym is the log-change in employment in a segment of the tradable sector 
(e.g. high-tech);  symis the log-change in employment in the remainder of the tradable sector (e.g. non-
high-tech); and sym  and sym  are the log-changes of employment in both segments of the tradable 
sector combined with an instrument that accounts for exogenous shifts in demand for labor in the 
tradable sector. The sample period includes two observations per metro, 1990–2000 and 2000–2010. The 
variable sy is a dummy for each time period. Standard errors are tabulated at the metro level.

To isolate exogenous shifts in the demand for labor in the high-tech sector (or manufacturing), an 
instrument of the weighted average of nationwide employment growth within the sector is combined 
with metro-specific employment weights in the sector at the beginning of the period in the following 
specification:

�
�

�

where    SYM     is the share of tradable jobs in metro SY in the prior period (for example, in 1990); and 
SYM  is the log-change in the tradable sector nationally (for example, between 1990 and 2000).

Whereas Moretti defines the theoretical construct of the tradable sector principally as manufacturing, 
and the non-tradable sector as the rest of the economy outside of agriculture, mining, government and 
military, this report uses a different approach to define the two segments of the U.S. economy. Jensen 
(2011) provides the weighting for tradability of sectors at the level of two-digit NAICS.26
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Through the use of these weights, the tradable and non-tradable segments of local economies are 
estimated. Once those are established, the tradable segments of high-tech and manufacturing are 
estimated as subsets of the local tradable sector. Their impact is measured on the entire local non-
tradable sector. Multipliers are generated through sector employment-shares and regression coefficients. 
The results for both high-tech and manufacturing are statistically significant.

Note that the local multiplier for high-tech in this report differs from the high-tech multiplier in Moretti 
(2010). While the framework is identical, the data differ in three ways: the definitions of high-tech; the 
definitions of tradable and non-tradable; and the years used in the analysis. Still, the differences—4.3 
versus 4.9—are minor and entirely within the margin of error. The fact that these different approaches yield 
what is essentially the same result signals the robustness of this framework to estimate local multipliers 
for high-tech.

NAICS Code Industry Tradability (%)

11 Agriculture, Forestry, Fishing and Hunting 100.0

21 Mining, Quarrying, and Oil and Gas Extraction 100.0

22 Utilities 19.1

23 Construction 0.0

31 Manufacturing 100.0

32 Manufacturing 78.0

33 Manufacturing 85.6

42 Wholesale Trade 54.2

44 Retail Trade 18.3

45 Retail Trade 11.3

48 Transportation and Warehousing 57.2

49 Transportation and Warehousing 100.0

51 Information 66.7

52 Finance and Insurance 67.9

53 Real Estate and Rental and Leasing 90.9

54 Professional, Scientific, and Technical Services 86.0

55 Management of Companies and Enterprises 100.0

56 Administrative and Support and Waste Management and Remediation Services 40.5

61 Educational Services 1.0

62 Health Care and Social Assistance 2.2

71 Arts, Entertainment, and Recreation 32.6

72 Accommodation and Food Services 18.1

81 Other Services (except Public Administration) 20.2

-- Government 0.0
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TABLE 10
Tradability of Industries
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Dear Friends:

Silicon Valley continues to sizzle.

You’ll see on the pages of this report how employment growth, already impressive, just keeps 

accelerating. We’re now adding jobs at a rate we haven’t seen since the short-lived dot-com craze 

in 2000, and with this growth comes extremely low unemployment rates and rising incomes. 

Innovation is thriving, as measured by patent generation and record levels of venture funding, 

and our entrepreneurs are proliferating ideas, products, and services that disrupt established 

industries and change our lives. 

It’s extraordinary, truly, and a thing to celebrate. 

But what is it really like inside the “box”?

In some ways our region is a closed box—a built-out system with no more room to expand. As 

employment levels rise, the issues of traffic congestion and housing continue to mount.

In other ways, the region is an open box—if the rising tide doesn’t lift all the boats, it replaces 

those boats. As housing prices increase and the cost of living rises faster than the state and nation, 

many Silicon Valley residents choose to live elsewhere and are promptly replaced by newcomers 

who fill our growing employment demands.

Are traffic, high housing costs and population turnover simply the price we have to pay for our 

success? What will happen as fewer and fewer of our region’s service workers—those who enable 

our growing economy—can no longer afford to live near their work? 

There are perils associated with prosperity, and the region needs to address them even while 

we celebrate our remarkable dynamism. Our organization exists for this very purpose, and we’re 

pleased to provide the data that will inform our decision making.

Russell Hancock

President & Chief Executive Officer 
Joint Venture Silicon Valley 
Institute for Regional Studies

ABOUT THE 2016 
SILICON VALLEY INDEX
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WHAT IS AN INDICATOR? 

An Indicator is a quantitative measure of relevance to Silicon Valley’s 

economy and community health, that can be examined either over a 

period of time, or at a given point in time.

Good Indicators are bellwethers that reflect the fundamentals of long-

term regional health, and represent the interests of the community. They 

are measurable, attainable, and outcome-oriented.

Appendix B provides detail on data sources and methodologies for each indicator.

THE SILICON VALLEY INDEX ONLINE

Data and charts from the Silicon Valley Index are available on a dynamic 

and interactive website that allows users to further explore the Silicon 

Valley story.

For all this and more, please visit the Silicon Valley Indicators website at 

www.siliconvalleyindicators.org.

The Silicon Valley Index has been telling the Silicon Valley story since 1995. Released in 
February every year, the Index is a comprehensive report based on indicators that measure 
the strength of our economy and the health of our community—highlighting challenges 
and providing an analytical foundation for leadership and decision making.

WHAT IS THE INDEX?
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The geographical boundaries of Silicon 

Valley vary. Earlier, the region’s core was identi-

fied as Santa Clara County plus adjacent parts 

of San Mateo, Alameda and Santa Cruz coun-

ties. However, since 2009, the Silicon Valley 

Index has included all of San Mateo County 

in order to reflect the geographic expansion 

of the region’s driving industries and employ-

ment. Because San Francisco has emerged in 

recent years as a vibrant contributor to the 

tech economy, we have included some San 

Francisco data in various charts throughout 

the Index. 
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15%

FOREIGN BORN - 37.4%

Area: 

1,854 SQUARE MILES

Population: 

3.00 MILLION

Jobs: 

1,545,805

Average Annual Earnings: 

$122,172

Net Foreign Immigration: 

+14,338

Net Domestic Migration: 

+569

SILICON VALLEY IS DEFINED AS THE FOLLOWING CITIES: 

SANTA CLARA COUNTY (ALL)
Campbell, Cupertino, Gilroy, Los Altos, Los Altos Hills, Los Gatos, Milpitas, Monte Sereno, Morgan 
Hill, Mountain View, Palo Alto, San Jose, Santa Clara, Saratoga, Sunnyvale

SAN MATEO COUNTY (ALL)
Atherton, Belmont, Brisbane, Burlingame, Colma, Daly City, East Palo Alto, Foster City, Half Moon 
Bay, Hillsborough, Menlo Park, Millbrae, Pacifica, Portola Valley, Redwood City, San Bruno, San 
Carlos, San Mateo, South San Francisco, Woodside

ALAMEDA COUNTY
Fremont, Newark, Union City

SANTA CRUZ COUNTY
Scotts Valley

*Oceania includes American Samoa, Australia, Cook Islands, Fiji, 

French Polynesia, Guam, Kiribati, Marshall Islands, Federated States of 

Micronesia, Nauru, New Caledonia, New Zealand, Northern Mariana 

Islands, Palau, Papua New Guinea, Samoa, Solomon Islands, Tonga, 

Tuvalu, Vanuatu, Wallis and Futuna.

Note: Area, Population, Jobs, and Average Annual Earnings figures are 

based on the city-defined Silicon Valley region; whereas Net Foreign Im-

migration and Domestic Migration, Adult Educational Attainment, Age 

Distribution, Ethnic Composition, and Foreign Born figures are based on 

Santa Clara and San Mateo County data only. Percentages may not add 

up to 100% due to rounding.

PROFILE OF SILICON VALLEY
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GDP* 

10.3%

VENTURE CAPITAL 

33.1%

PATENT REGISTRATIONS

47.7%

IPOS

43.2%

JOBS

9.5%

M&A ACTIVITY

25.2%

ANGEL INVESTMENT

38.4%

4.9%

16.3%

43.1%

39.6%

5.8%

4.1%

13.0%

SAN
FRANCISCO

SILICON 
VALLEY

1.19%
LAND AREA 

0.03%

2.2%7.7%
POPULATION 

The Region's Share of California’s Economic Drivers

 *Silicon Valley Percentage of California GDP includes San Mateo and Santa Clara counties only.

Data Sources: Land Area (U.S. Census Bureau, 2010); Population (California Department of Finance, 2015); GDP (Moody’s Economy.com, 2015); Venture Capital (PricewaterhouseCoopers/National Venture Capital Association MoneyTreeTM Report, Data: Thomson Reuters);

Patent Registrations (U.S. Patent and Trademark Office, 2014); Initial Public Offerings (Renaissance Capital, 2015); Jobs (U.S. Bureau of Labor Statistics, Quarterly Census of Employment and Wages; JobsEQ, Q2 2015); Angel Investment (CB Insights, Q1-3 2015); Mergers & Acquisitions (Factset 

Mergerstat, Q1-3 2015).
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The Silicon Valley economy is going strong, with accelerating employment growth, continued expansion of 

businesses and services, and rising incomes. However, serious housing and transportation issues challenge 

the region’s economic competitiveness and impact the quality of life for our region’s residents. Given wage 

disparities and severe housing challenges, these impacts are affecting some segments of our population more 

than others.

Employment Levels

Employment levels have not only far surpassed pre-recession (up 
11.5% since 2007) but job growth is accelerating. In 2015, the Silicon 
Valley employment growth rate was +4.3% – higher than any other 
year since 2000.

Unemployment

With rising employment levels, unemployment rates have decreased 
(dropping over the last six years) reaching 3.6% in November 2015. 
Decreases in unemployment rates occurred across all racial and ethnic 
groups. The 3.6% unemployment rate in Silicon Valley was significantly 
lower than throughout California (5.7%) and the United States (4.8%) 
during that same month.

Innovation and Entrepreneurship

The region’s innovation engine is going strong, with year-over-year 
increases in the number of patents filed by Silicon Valley inventors (up 
14% in 2014), regional GPD (+2.1% after inflation-adjustment), angel 
investments (which reached $1.4 billion in Q1-3), and the amount of 
venture capital infused into Silicon Valley companies (which, along 
with San Francisco VC investments, reached $24.5 billion in 2015, far 
exceeding the prior year total of $19.8 billion and representing the 
greatest amount of VC funding in any one year since 2000). For the 
second year in a row, San Francisco’s influence on overall regional 
VC investment totals was significant, and was strongly influenced by 
a handful of very large deals (three over $1 billion each, including 
Airbnb, Uber, and Social Finance). 

Income

Income and wages in Silicon Valley remain significantly higher than in 
the state or nation as a whole. A variety of income measures show con-
tinued gains, outpacing inflation. Between 2013 and 2014, per capita 
income increased by 1.9% to $79,108 – rising for all racial and ethnic 
groups – and median household income increased by 4.4% to $98,535. 
This trend continued into 2015, with an average wage increase of 5.6% 
since 2014 (reaching $110,634). And as income levels rose, poverty 
rates – which fell to 8.1% in Santa Clara and San Mateo Counties in 
2014 – declined. The 2014 poverty rate in Silicon Valley, particularly the 
childhood poverty rate (8.9%), was much lower than in San Francisco, 
California, or the United States as a whole.

Non-Residential Development & Commercial Space

The region’s businesses and services continued to expand in tandem 
with employment growth. This expansion is reflected in the large 
number of development approvals over the past two fiscal years (23.2 
million square feet –nearly as much as during the prior five years com-
bined), the increasing amount of new office space construction (3.14 
million square feet – more than any other year since 2001), the revival 
of new warehouse development after fourteen years without any, 
declining building vacancy rates, and increasing asking rents (reflect-
ing changes in supply and demand).

Increases in Public Transit Ridership

The region has responded to increasing employment and develop-
ment with increases in public transit ridership (+2.4% between the 
2014 and 2015 fiscal years), particularly VTA Express Service, Caltrain, 
and ACE in Santa Clara County (+14.0%, +7.8%, and +6.5%, respec-
tively, in per capita ridership over that same time period).

SILICON VALLEY’S ECONOMY IS THRIVING

2016 INDEX HIGHLIGHTS
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Hotel Development

While planned non-residential development projects during FY 
2014-15 ranged from large office and industrial space to mixed office/
commercial space and institutional development (e.g., schools and 
churches), among other types, there was a large amount of planned 
hotel development among a handful of Silicon Valley cities including 
South San Francisco, Mountain View, Cupertino, San Jose, and Morgan 
Hill. It was coupled with in-progress hotel development, and consis-
tent with a +3.7% growth in Accommodation and Food Services jobs.

Environmental Leadership

Silicon Valley is continuing to exhibit leadership across environmental 
indicators. The region has responded to persistent drought conditions 
with a significant decline in water consumption (down 17% to 112 gal-
lons/person/day) and an increase in the recycled percentage of water 
used. Additionally, Silicon Valley residents are combatting climate 
change by switching from cars with traditional fossil fuel combustion 
engines to electric vehicles (with more than 25,000 EV drivers in 2015, 
representing 20% of the state’s drivers) and by expanding EV charg-
ing infrastructure (reaching more than 1,000 public charging outlets 
in 2015, representing 13% of all outlets within the state). Lastly, the 
cumulative installed solar capacity within Silicon Valley increased by 
20% between 2014 and 2015, reaching 272 megawatts and helping to 
decrease the region’s overall reliance on grid electricity.

Health Insurance Coverage

The share of residents with health insurance coverage rose steeply 
between 2013 and 2014 in Silicon Valley, San Francisco, and the state 
and nation as a whole, particularly for the population ages 18 to 64 
(which increased by five percentage points in Silicon Valley) and those 
in that age category who are unemployed (up 14 percentage points). 
These increases were highly influenced by the implementation of the 
2010 Patient Protection and Affordable Care Act (ACA, also known as 
Obamacare), which became effective on January 1, 2014 for the earli-
est enrollees. 

Foreign-Born Residents

Silicon Valley has an extraordinarily large share of residents who are 
foreign born (37.4%, compared to California, 27.1%, or the United 
States, 13.3%). This population share increases to 50% for the em-
ployed, core working age population (ages 25-44), and even higher for 
certain occupational groups. For instance, nearly 74% of all Silicon Val-
ley employed Computer and Mathematical workers ages 25-44 in 2014 
were foreign-born. Correspondingly, the region also has an incredibly 
large share of foreign-language speakers, with 51% of Silicon Valley’s 
population over age five speaking a language other than exclusively 
English at home (compared to 43% in San Francisco, 44% in California, 
and 21% in the United States as a whole). This majority share in 2014 
was up from 49% in 2011.

Housing

As employment growth accelerates and the region’s population con-
tinues to grow rapidly, housing remains a critical issue. Low housing 
inventory and increasing demand are driving up median sale prices 
– which reached $830,000 in 2015 (6% higher than the previous year) 
– making it more difficult for first-time homebuyers to get into the 
market. Along with increasing home prices, rental rates have gone up 
8% year-over-year. Income gains were not nearly enough to accom-
modate home price and rental rate increases between 2013 and 2014, 
and new housing development has fallen far short of meeting the 
needs of a growing population. As such, household size and the share 
of multigenerational households have been increasing as residents try 
to minimize their housing costs.

Traffic

Despite increases in public transit ridership, traffic congestion has be-
come increasingly worse as the number of commuters increases. Aver-
age commute times to work have risen to 27 minutes (up 14% over 
the last decade). Annual delays (which reached 67 hours per person in 
2014) and excess fuel consumption (28 gallons/person/year in 2014) 
due to congestion are further indicators of this growing issue.

Inequality

While a variety of income measures indicate positive growth within 
the region, Silicon Valley income and wages vary significantly by skill 
and educational attainment level, racial and ethnic group, gender, and 
occupation. These income and wage disparities persist as the region 
grows additional high- and low-paying jobs (with fewer in the middle) 
and as the share of high-income households increases. For example, 
in 2014 the gap in per capita income between Silicon Valley’s high-
est- and lowest-earning racial or ethnic groups was $43,125 (a ratio of 
2.9 for highest- to lowest-earners), and the gap in median income for 
residents with the highest and lowest educational attainment levels 
was $78,865 (a ratio of 4.4).

Residential Turnover

Although rising incomes and an increasing share of high-income 
households may appear to be positive signs for the region’s resi-
dents, they may also indicate a turnover in Silicon Valley residents. As 
housing costs increase, Silicon Valley residents may choose to move 
elsewhere, with new residents moving in to fill the region’s growing 
employment demands. Between July 2014 and July 2015, the region 
experienced a net influx of more than 14,000 foreign immigrants and 
nearly 600 domestic migrants.

HOWEVER, THE REGION IS STRUGGLING TO SUPPORT THIS GROWTH

OTHER TRENDS OF INTEREST
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TALENT FLOWS AND DIVERSITY
PEOPLE

Components of Population Change
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Santa Clara & San Mateo 
Counties, and California

2014-2015

SANTA CLARA & SAN 
MATEO COUNTIES

CALIFORNIA

JULY 2014 JULY 2015 % CHANGE

2,643,919 2,677,734 +1.28%

38,725,091 39,071,323 +0.89%

Silicon Valley’s population continues to 
grow rapidly.

WHY IS THIS IMPORTANT?
Silicon Valley’s most important asset is its 

people, who drive the economy and shape the 

region’s quality of life. Population growth is 

reported as a function of migration (immigra-

tion and emigration) and natural population 

change (the difference between the num-

ber of births and deaths). Delving into the 

diversity and makeup of the region’s people 

helps us understand both our assets and our 

challenges.

The number of science and engineering 

degrees awarded regionally helps to gauge 

how well Silicon Valley is preparing talent. 

A highly educated local workforce is a valu-

able resource for generating innovative ideas, 

products and services. The region has ben-

efited significantly from the entrepreneurial 

spirit of people drawn to Silicon Valley from 

around the country and the world. Historically, 

immigrants have contributed considerably 

to innovation and job creation in the region, 

state and nation.1 Maintaining and increasing 

these flows, combined with efforts to inte-

grate immigrants into our communities, will 

likely improve the region’s potential for global 

competitiveness.

HOW ARE WE DOING?
Silicon Valley’s population has continued 

to grow steadily, increasing by approximately 

1. Manuel Pastor, Rhonda Ortiz, Marlene Ramos, and Mirabai Auer. Immigrant Integration: 
Integrating New Americans and Building Sustainable Communities. University of Southern 
California Program for Environmental and Regional Equity (PERE) & Center for the Study of 
Immigrant Integration (CSII) Equity Issue Brief. December, 2012.

Silicon Valley’s population 
is growing rapidly, 
primarily driven by foreign 
immigration and natural 
change despite declining 
birth rates.

POPULATION CHANGE
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AGE DISTRIBUTION

San Francisco has a much larger share of 
25-44 year-olds – the core working age 
group – than Silicon Valley, California, or the 
United States.
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Silicon Valley birth 
rates have declined 
11% since 2008.

Births
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TALENT FLOWS AND DIVERSITY
PEOPLE

Educational 
attainment varies 
across racial and 

ethnic groups.

Silicon Valley’s 
level of educational 
attainment is much 

higher than the state 
or the nation, with 

48% of adults having 
a bachelor’s degree 

or higher.

34,000 per year since 2011 (in Santa Clara and 

San Mateo Counties), despite the region’s 

declining birth rates. Between July 2014 and 

July 2015, Santa Clara and San Mateo Counties 

combined grew by 1.28% (compared to 0.89% 

in the state as a whole), adding 33,815 people 

in one year. The entire city-defined Silicon 

Valley region (including Santa Clara and San 

Mateo Counties, Fremont, Union City, Newark 

and Scotts Valley) grew by 1.1% (+32,669) 

between January 1, 2014 and January 1, 2015,2 

and reached three million in or around late 

January.3 During that time period, Milpitas 

was the 7th fastest growing city in the state (at 

+3.87%, adding 2,700 people), and three other 

Silicon Valley cities had growth rates in the +2 

to 3% range (Half Moon Bay, San Bruno, and 

Brisbane).

2. According to the California Department of Finance, Demographic Research Unit, E-1: City/
County Population Estimates with Annual Percent Change, released May 1, 2015.
3. Massaro, Rachel. Population Growth in Silicon Valley. Silicon Valley Institute for Regional 
Studies. May, 2015. 

Natural population change (births minus 

deaths) in Santa Clara and San Mateo Counties 

was +18,908 between July 2014 and July 2015. 

This annual rate has remained relatively steady 

since 2011 at around +18,900 per year – much 

lower than historical averages around +23,500 

per year4 due primarily to the region’s declin-

ing birth rates. Although the number of deaths 

per year declined temporarily during the reces-

sion, it increased by 6.2% since 2008 while the 

annual birth rate fell in 2008 and remained low 

in 2015 (at 11.2% below the 2008 rate). This 

11.2% decline compares to -10.3% throughout 

the state since 2008.

Net migration added 14,907 residents to 

the two counties between July 2014 and July 

2015, including 14,338 foreign immigrants 

and 569 U.S. citizens. Over the longer term, 

4. Average based on 2000-2009 data for births minus deaths from the California Department 
of Finance, E-6 estimates.

migration – particularly the domestic compo-

nent of migration – has varied along with the 

cycles of job growth and loss in Silicon Valley. 

Foreign immigration levels rose near the end 

of the dot-com boom and again in 2007 and 

2014. Over the 1996 to 2015 period, foreign 

immigration averaged 16,600 per year in 

Santa Clara and San Mateo Counties, varying 

between a low of 10,733 (in 2012) and a high 

of 28,845 (in 2001). Even larger variations exist 

in net domestic migration, which averaged 

-17,000 over the entire 20-year period with a 

range of -48,341 (in 2001) to +7,334 (in 2012). 

Silicon Valley’s net domestic migration 

has traditionally been negative – indicating 

that more residents were moving out of the 

region than moving in – and varied along with 

regional employment cycles. The region had 

LEFT CHART

RIGHT CHART
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an average loss of 8,600 residents per year 

from 1996 through 2000, and a loss of 30,400 

per year from 2001 through 2010. However, 

between 2011 and 2015 the region has had an 

average in-migration of +1,600 new residents 

per year,5 with the (net) addition of 569 people 

between July 2014 and July 2015. 

Silicon Valley’s population has a slightly 

higher concentration of young, working-age 

residents than that of the state or nation. In 

contrast, San Francisco’s population has a 

much larger share of 25-44 year-olds (39%) 

than Silicon Valley (30%), California (28%), or 

the United States (26%). Silicon Valley popu-

lation growth since pre-recession (2007) has 

been skewed toward older residents, with 

+7.4% growth overall but +18.6% growth in 

the population age 65 and older. 

5. Based on revised estimates from the California Department of Finance for July 2015, 
released December 16, 2015.

Forty-eight percent of Silicon Valley 

residents have a bachelor’s, graduate or pro-

fessional degree, compared with only 32% in 

California and 30% in the United States. While 

Silicon Valley’s level of educational attainment 

is high relative to the state and the nation, it is 

still lower than that of San Francisco (54% with 

a bachelor’s degree or higher). 

In 2014, Hispanic and Latino residents 

in Silicon Valley, California and the U.S. had 

the lowest levels of educational attainment 

(at 15%, 11%, and 14%, respectively, with a 

bachelor’s degree or higher). Furthermore, 

between 2013 and 2014, the already low share 

of Silicon Valley’s Hispanic or Latino popula-

tion – including more than 400,000 people 

– with a bachelor’s degree or higher declined 

by 1.3%. Over that same period of time, the 

share of Silicon Valley’s Black or African-

American population with a bachelor’s 

degree or higher increased from 23% 

to 34% in 2014 – indicating over 5,000 

more Black or African-American residents 

at that educational attainment level, 

despite the overall local Black or African-

American population declining by nearly 

500 people over that period of time. This 

47.3% increase in the number of highly 

educated Black or African-American resi-

dents is much larger than throughout 

the state (+4.0%) or across the nation 

(+4.2%).6 Longer term trends also indicate 

an increase in the share of Silicon Valley’s 

Black or African-American population 

with a bachelor’s degree or higher, ris-

ing from 27% in 2006 to 34% in 2014. The 

6. Large fluctuations for the Silicon Valley Black or African-American population 
may be partially due to the relatively small sample size in the U.S. Census Bureau, 
American Community Survey 1-Year Estimates.
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TALENT FLOWS AND DIVERSITY
PEOPLE

Total Science and Engineering Degrees Conferred

Universities in and near Silicon Valley
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TOTAL SCIENCE & ENGINEERING DEGREES CONFERRED

Silicon Valley’s share of total U.S. degrees 
���������	
��	�������	����	�
�	���	���	
years, and the share of degrees conferred 
to women has remained constant for more 
than a decade.

Share of Science & Engineering 
Degrees Conferred to Women

In and Near Silicon Valley

1996

2002

2008

33%

37%

38%

2014 37%

region’s educational attainment level trends 

over that period of time were positive for 

nearly all racial and ethnic groups except Asian 

residents, for whom the share with a bachelor’s 

degree or higher fell slightly from 66% in 2006 

to 61% in 2014. 

The number of science and engineering 

degrees conferred in Silicon Valley and the 

Unites States has been increasing steadily over 

time. In 2014, there were 14,228 science and 

engineering degrees conferred among Silicon 

Valley’s top academic institutions – 538 more 

(+3.9%) than the previous year and 3,000 more 

(+27%) than a decade prior. However, despite 

these increases year after year, Silicon Valley’s 

share of total U.S. science and engineering 

degrees has been declining since 2009, from 

3.6% that year down to 3.1% in 2014. And 

while the share of Silicon Valley science and 

engineering degrees conferred to women 

increased between 1995 and 2001 (from 31% 

to 38%), the share has remained relatively 

steady since then. In 2014, 37% of all Silicon 

Valley science and engineering degrees were 

conferred to women (compared to 34% in the 

United States overall).

Silicon Valley has a significantly higher 

population share that is foreign-born (37.4%) 

compared to California (27.1%) or the U.S. 

(13.3%), and a slightly higher share than San 

Francisco (34.4%). This population share 

increases to 50% for the employed, core 

working age population (ages 25-44), and 

even higher for certain occupational groups. 

For instance, nearly 74% of all Silicon Valley 

employed Computer and Mathematical work-

ers ages 25-44 are foreign-born. 

The region also has a majority share of for-

eign-language speakers, with 51% of Silicon 

Valley’s population over age five speaking a 

language other than exclusively English at 

home (compared to 43% in San Francisco, 

44% in California, and 21% in the U.S. as a 

whole).7 This 51% population share has grown 

from 49% in 2007. Of the population share 

speaking a foreign language at home, a much 

smaller percentage (37%) speaks Spanish than 

in the state (66%) or country (62%). Other 

common languages in Silicon Valley include 

Chinese (16% of foreign-language speakers), 

Indo-European languages other than French, 

German, and Slavic languages (11%), Tagalog 

(9%), and Other Asian and Pacific Island lan-

guages (9%). 

7. Speaking a language other than English at home may be a cultural preference for Silicon 
Valley residents; thus, it should not be interpreted that these residents are all English-
language deficient.
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Languages 
Spoken at Home, 
by Share of the 
Population 
5-Years and Over

Silicon Valley, 2014
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FOREIGN LANGUAGE

Silicon Valley’s percentage 
of foreign-born residents 
��	�����������	
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��	
California or the United States, 
and slightly higher than San 
Francisco.

More than 
half of Silicon 

Valley’s 
population 

speaks a 
language 
other than 

exclusively 
English at 

home.
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Foreign Born Share of the Total Population

Santa Clara & San Mateo Counties, San Francisco, California, and the United States | 2014
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Foreign Born Share of Employed 
Residents Over Age 16, by 
Occupational Category 

Santa Clara & San Mateo Counties | 2014

COMPUTER & MATHEMATICAL 67.3% 73.6%

ARCHITECTURAL & ENGINEERING 60.9% 65.0%

NATURAL SCIENCES 48.7% 53.2%

MEDICAL & HEALTH SERVICES 41.3% 42.0%

FINANCIAL SERVICES 41.5% 45.1%

OTHER OCCUPATIONS 42.7% 45.3%

TOTAL 45.9% 50.0%

ALL AGES 
25-44
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EMPLOYMENT

Job Growth
Number of Jobs with Percent Change Over Prior Year

Silicon Valley
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Silicon Valley’s job 
growth rate remained 
extraordinarily high in 2015.

ECONOMY

WHY IS THIS IMPORTANT?
Employment gains and losses are a core 

means of tracking economic health and 

remain central to national, state and regional 

conversations. Over the course of the past 

few decades, Silicon Valley (like many other 

communities) has experienced shifts in the 

composition of industries that underlie the 

local economy. Examining employment by 

wage and skill level allows for a higher level of 

granularity to help us understand the chang-

ing composition of jobs within the region. 

While employment by industry and by wage/

skill level provides a broader picture of the 

region’s economy as a whole, observing 

the unemployment rates of the population 

residing in the Valley reveals the status of the 

immediate Silicon Valley-based workforce. The 

way in which the region’s industry patterns 

change shows how well our economy is main-

taining its position in the global economy.

HOW ARE WE DOING?
Between Q2 2014 and Q2 2015, the San 

Francisco Bay Area created 129,223 additional 

jobs (rising to a total of 3.67 million jobs). Job 

growth in Silicon Valley (including San Mateo 

and Santa Clara Counties, Fremont, Newark, 

Union City, and Scotts Valley) has been accel-

erating since 2010, with the most rapid growth 

occurring between Q2 2014 and Q2 2015 at 

4.3% (+64,363 jobs) – a rate higher than any 

Silicon Valley job growth 
has accelerated, and 
continues across all 
major areas of economic 
activity.
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Relative Job Growth

Santa Clara & San Mateo Counties, San Francisco, Alameda County, California, and the United States
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other year since 2000.1 This 4.3% growth rate 

is higher than the Bay Area overall (+3.6%), 

Alameda County (3.8%), California (+2.8%), 

and the United States (+2.0%), but lower than 

the rate in San Francisco (+4.8%). With the 

addition of more than 64,000 jobs in 2015, 

Silicon Valley’s job total rose to 1.55 million. 

Employment numbers in Silicon Valley are 

well above pre-recession levels (up 11.5% 

since 2007), while the state and nation are only 

slightly above pre-recession levels (+3.1% and 

+2.4%, respectively, since 2007). And, since the 

low in 2010, the total number of jobs in Silicon 

1. Job growth data are from BW Research using the U.S. Bureau of Labor Statistics Quarterly 
Census of Employment and Wages data, JobsEQ, and EMSI, and are based on the broader 
Silicon Valley definition including Santa Clara and San Mateo counties, plus the cities of Scotts 
Valley, Fremont, Newark, and Union City.

The total number of 
jobs in Silicon Valley 
has far surpassed pre-
recession levels, and 
has continued to grow.

Valley has grown by 19.6%. San Francisco job 

growth has been slightly more rapid (22.5% 

since 2010), while Alameda County, the state 

and the country are recovering more slowly (at 

15.9%, 11.9%, and 8.5% growth, respectively, 

since 2010). 

Between Q2 2014 and Q2 2015, Silicon 

Valley made strides across all major areas 

of economic activity. During that same 

period, the region saw growth in Community 

Infrastructure & Services (+18,136 jobs, 

2.4% higher than Q2 2014), Innovation and 

Information Products & Services (+23,963, 6.6% 

higher than Q2 2014), Business Infrastructure & 

Services (+8,719, 3.6% higher than Q2 2014), 

and Other Manufacturing (+2,742, 5.1% higher 
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Average Annual Employment
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0

100,000

200,000

300,000

400,000

500,000

600,000

700,000

800,000

Other ManufacturingBusiness Infrastructure 
& Services

Innovation and 
Information 

Products & Services

Community 
Infrastructure 

& Services

Q2 2015Q2 2014Q2 2013

Q2 2012Q2 2011Q2 2010Q2 2009Q2 2008Q2 2007

Data Sources: BW Research; U.S. Bureau of Labor Statistics, Quarterly Census of Employment and Wages; JobsEQ; EMSI  |  Analysis: BW Research

SILICON VALLEY MAJOR AREAS OF ECONOMIC ACTIVITY

Silicon Valley Employment 
Growth by Major Areas of 
Economic Activity
Percent Change in Q2

2014-20152007-2015 2010-2015

Community 
Infrastructure 
& Services

Innovation and 
Information 
Products & Services

Business 
Infrastructure 
& Services

Other 
Manufacturing

+4.3%+12.0% +19.4%
Total 
Employment

+2.4%+8.9% +16.3%

+6.4%+23.2% +24.4%

+3.6%+4.7% +15.4%

+5.1%-17.8% -2.2%

EMPLOYMENT
ECONOMY

Silicon Valley Innovation and Information 
Products and Services jobs grew by more 
than 6% between Q2 2014 and Q2 2015.

in Silicon Valley have recovered employment 

levels since the recession except Other 

Manufacturing. Community Infrastructure 

and Services jobs are 8.9% above pre-reces-

sion (2007) levels, Innovation and Information 

Products and Services are up 23.2%, and 

Business Infrastructure and Services are up 

4.7% while Other Manufacturing jobs were still 

17.8% below pre-recession levels in Q2 2015.

The unemployment rate in Silicon Valley 

has continued to decline since the high of 

10.5% in July and August of 2009, reaching 

3.6% in November 2015,4 just slightly higher 

than San Francisco’s 3.4% unemployment rate. 

4. Residential employment data used to compute unemployment rates are from the United 
States Bureau of Labor Statistics and are based on the two-county definition of Silicon 
Valley including Santa Clara and San Mateo counties. Monthly unemployment rates are not 
seasonally adjusted.

Unemployment rates have declined across 

the state and nation during this period as 

well, both hitting a seven-year low of 5.5% 

and 4.8%, respectively.5 Unemployment rates 

in Silicon Valley improved across all racial and 

ethnic groups between 2013 and 2014, rang-

ing from 3.3% (Asian) to 5.7% (Other, including 

Some Other Race and Two or More Races). 

There have been significant declines in unem-

ployment rates by race and ethnicity since the 

peaks in 2009-2011, most notably for Black 

or African-American residents, with a decline 

from 11.6% unemployment in 2011 to 5.0% in 

2014.6

5. The low occurred in September 2015 for California, and in November 2015 for the United 
States.
6. Large fluctuations for the Silicon Valley Black or African-American population may 
be partially due to the relatively small sample size in the U.S. Census Bureau, American 
Community Survey 1-Year Estimates.

than Q2 2014).2 Contributing most significantly 

to this growth were jobs in Computer Hardware 

Design & Manufacturing (+13,719 jobs, up 

9.9% since Q2 2014), Internet and Information 

Services (+7,318 jobs, or +16.6%), Construction 

(+6,030 jobs, or +9.8%), Accommodation and 

Food Services (+4,469 jobs, or +3.7%), and 

Healthcare and Social Services (+3,303 jobs, 

or +2.3%). The greatest number of Silicon 

Valley job losses were in Telecommunications 

Manufacturing and Services (-3,219 jobs, or 

-15.4%) and Semiconductors and Related 

Equipment Manufacturing (-1,569 jobs, or 

-3.1%).3 All major areas of economic activity 

2. Definitions of industry categories are included in Appendix B.
3. See Appendix A for job totals and percent change in employment by category
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Monthly Unemployment Rate
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The regional unemployment 
rates in spring, 2015, dipped 
below pre-recession lows.

Note: Other includes the categories Some Other Race and Two or More Races.  |  Data Source: United States Census Bureau, American Community Survey  |  Analysis: Silicon Valley Institute for 

Regional Studies

Unemployed Residents’ Share of the Working Age Population
Residents Over 16 Years of Age, by Race/Ethnicity
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groups between 
2013 and 2014.
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Total Employment by Tier

Silicon Valley
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EMPLOYMENT

Percent Change in Employment, 
by Tier

2010-2015

TIER 2

TIER 3

TOTAL

SAN FRANCISCO

TIER 1

+17.5%

SILICON VALLEY

+19.5%

+19.3% +20.8%

+16.6% +16.1%

+21.0% +16.8%

EMPLOYMENT
ECONOMY

Silicon Valley employment gains have 
occurred across all Tiers, but gains for Tier 
3 jobs have been more rapid since the 
beginning of the recovery.

Employment growth since the beginning 

of the economic recovery period (2010) has 

occurred across all types of jobs, including Tier 

1 (high-skill, high-wage jobs), Tier 2 (mid-skill, 

mid-wage jobs), and Tier 3 (low-skill, low-wage) 

jobs.7 Tier 3 jobs increased most rapidly during 

this time period, up 21.0% (+74,586 jobs). In 

comparison, 2010-2015 recovery rates were 

+19.3% (+52,569) for Tier 1 jobs and +16.6% 

(+80,678) for Tier 2 jobs. While Silicon Valley’s 

five-year trend shows that the region is 

7. Definitions of Tier 1, Tier 2, and Tier 3 jobs are included in Appendix B

growing jobs disproportionately in Tiers 1 and 

3 in comparison to Tier 2, San Francisco’s five-

year  job growth is much more skewed toward 

Tier 1 jobs (+20.8%, compared to +16.1% for 

Tier 2 and +16.8% for Tier 3). Over the past 

year, however, Silicon Valley job growth has 

also been skewed toward Tier 1 jobs, which 

were up +5.2% since 2014.

The long term trend in Silicon Valley shows 

a declining share of Tier 2 jobs. While the per-

centage of total employment represented by 

Tier 1 and Tier 3 jobs has grown over the last 

decade (by 1.2 and 1.4 percentage points, 

respectively), the share of Tier 2 jobs has 

dropped by 2.6 percentage points. This trend 

is even more pronounced in San Francisco, 

where the share of Tier 2 jobs has declined 3.0 

percentage points since 2005.
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Percent of Total Employment by Tier

Silicon Valley
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The share of Silicon Valley 
employment in Tier 2 jobs has 
decreased by nearly 3% over 
the last decade, although 
year-to-year changes have 
been relatively small.

Note: Definitions of Tier 1, Tier 2, and Tier 3 jobs are included in Appendix B.   |  Data Sources: BW Research; U.S. Bureau of Labor Statistics, Quarterly Census of Employment and Wages; California 

Employment Development Department; JobsEQ; EMSI  |  Analysis: BW Research
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Per Capita Personal Income

Santa Clara & San Mateo Counties, San Francisco, California, and the United States
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for Regional Studies

Silicon Valley per capita 
income increased by $1,460 
between 2013 and 2014.

INCOME
ECONOMY

WHY IS THIS IMPORTANT?
Income growth is as important a mea-

sure of Silicon Valley’s economic vitality as 

is job growth. Considering multiple income 

measures together provides a clearer picture 

of regional prosperity and its distribution. 

Real per capita income rises when a region 

generates wealth faster than its population 

increases. The median household income is 

the income value for the household at the mid-

dle of all income values. Examining income by 

educational attainment, gender, race/ethnicity 

and occupational groups reveals the complex-

ity of our income gap. The share of households 

living under the federal poverty limit, as well 

as the percentage of public school students 

receiving free or reduced price meals (FRPM), 

are indicators of family poverty.1

HOW ARE WE DOING?
This analysis includes a variety of income 

measures (per capita income, individual and 

household median income, average and 

median wages) presented after inflation 

adjustment, which accounts for the rising cost 

of goods and services within the region. It is 

important to note that while nominal (unad-

justed) income may exhibit an upward trend, 

inflation-adjusted income may not. When this 

happens, it is referred to as income (or wage) 

lag.

1. To be eligible for the FRPM program, family income must fall below 130% of the federal 
poverty guidelines for free meals and below 185% for reduced price meals. The federal 
poverty limit for California in 2014 (used to set 2014-2015 FRPM eligibility) ranged from 
$11,670 for a one-person household to $40,090+ for a household with eight or more people. 
The poverty limit for a family of four was $23,850.

Wage and income gains 
in Silicon Valley continue, 
but income gaps remain 
large between genders, 
racial/ethnic groups, 
occupational groups, and 
residents of varying skill/
educational attainment 
levels.
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Per capita income increased 
across all racial and ethnic 
groups between 2013 and 2014.

Santa Clara & San Mateo Counties

Pe
r C

ap
ita

 In
co

m
e 

(I
nfl

at
io

n 
Ad

ju
st

ed
)

$0

$10,000

$20,000

$30,000

$40,000

$50,000

$60,000

$70,000

Hispanic or 
Latino

Multiple & 
Other

Black or 
African American

AsianWhite

20
06

20
07

20
08

20
09

20
10

20
11

20
12

20
13

20
14

Note: Multiple & Other includes Native Hawaiian & Other Pacific Islander Alone, American Indian & Alaska Native Alone, Some Other Race Alone and Two or More Races; Personal income 

is defined as the sum of wage or salary income, net self-employment income, interest, dividends, or net rental welfare payments, retirement, survivor or disability pensions; and all other 

income; White, Asian, Black or African American, Multiple & Other are non-Hispanic.

Data Source: United States Census Bureau, American Community Survey  |  Analysis: Silicon Valley Institute for Regional Studies

PER CAPITA INCOME BY RACE & ETHNICITY

EC
O

N
O

M
Y

Percent Change in Inflation-Adjusted 
Per Capita Income: 2013-2014

WHITE

ASIAN

BLACK OR AFRICAN
AMERICAN

Silicon Valley San Francisco California United States

MULTIPLE & OTHER

HISPANIC OR LATINO

+0.9%   -4.6% +4.7% +4.1%

+1.4% +4.2% +5.1% +4.8%

+10.5%   -7.0% +2.9% +4.4%

+1.6%   -4.6% +7.4% +4.5%

+6.9%   -3.4% +6.3% +5.2%

Between 2013 and 2014, the various 

income measures examined show continu-

ing gains – per capita income increased by 

1.9% (after inflation-adjustment) to $79,108 

and rose for all racial and ethnic groups, and 

median household income increased by 4.4% 

to $98,535; however, individual median income 

only rose for Silicon Valley residents with 

the lowest levels of educational attainment. 

Increasing income and wages continued into 

2015, with an average wage increase of 5.6% 

between 2014 and 2015. Increases in median 

wages varied significantly by occupational cat-

egory, with some categories exhibiting losses 

despite the overall upward trend.

Silicon Valley’s per capita personal income 

in 2014 was $79,108 (compared to $90,600 

in San Francisco, $49,985 in California, and 

$46,049 in the United States) –18% higher than 

the low of $67,229 in 2009 – according to data 

from the U.S. Bureau of Economic Analysis. This 

value increased by 1.9% between 2013 and 

2014 after inflation-adjustment. According 

to data from the U.S. Census Bureau, the gap 

in per capita income between Silicon Valley’s 

highest- and lowest-earning racial or ethnic 

groups was $43,125 (compared to $43,987 in 

2013), with the highest-income group (White 

residents) making 2.9 times more than the 

lowest-income group (Hispanic or Latino resi-

dents). Silicon Valley inflation-adjusted per 

capita income increased across all racial and 

ethnic groups between 2013 and 2014, most 

notably for the Black or African-American 
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Median Household Income

San Mateo & Clara Counties, San Francisco, California, and the United States
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Note: Household income includes wage or salary income; net self-employment income; interest, dividends, or net rental or royalty income from estates and trusts; Social Security or railroad retire-

ment income; Supplemental Security income; public assistance or welfare payments; retirement, survivor, or disability pensions; and all other income; excluding stock options.   |  Data Source: 

United States Census Bureau, American Community Survey  |  Analysis: Silicon Valley Institute for Regional Studies

MEDIAN HOUSEHOLD INCOME

Percent Change in Inflation-Adjusted 

Median Household Income

SILICON VALLEY

SAN FRANCISCO

CALIFORNIA

2013 - 2014

+4.4%

+6.8%

+1.0%

UNITED STATES +1.1%

Median household income increased in 
Silicon Valley, San Francisco, California, and 
the United States.
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population (+10.5% to $29,208)2 and the 

Hispanic or Latino population (+6.9% to 

$22,378). Per capita income for the Black or 

African-American population in California and 

the U.S. increased as well over that time period 

(+2.9% and +4.4%, respectively), but declined 

in San Francisco (-7.0%). San Francisco’s Asian 

residents were the only racial or ethnic group 

to experience a rise in inflation-adjusted per 

capita income between 2013 and 2014 (up 

4.2% to $38,799). 

Contrary to the one-year trend, over a lon-

ger time period (2006-2014) inflation-adjusted 

per capita incomes for Silicon Valley’s Black or 

African-American and Hispanic or Latino pop-

ulations have actually declined by nearly 10% 

and 1%, respectively, while per capita income 

2. Large fluctuations for the Silicon Valley Black or African-American population may 
be partially due to the relatively small sample size in the U.S. Census Bureau, American 
Community Survey 1-Year Estimates.

for residents of Multiple and Other Races3 has 

increased by 18% from $21,316 in 2006 to 

$25,214 in 2014. The latter may be partially due 

to the increase in the number of residents who 

identify as Multiple and Other Races, which 

grew by 23% over that time period – more 

than twice as fast as the overall population 

growth rate.

Median household income gains in Silicon 

Valley and San Francisco have outpaced 

inflation, reaching $98,535 and $85,070, 

respectively, following a three-year upward 

trend since the recent low in 2011. These 

income values are much higher than in the 

state ($61,933) or nation as a whole ($53,657). 

Between 2013 and 2014, median household 

income in Silicon Valley rose by $4,109 (+4.4%) 

after adjusting for inflation.

3. Includes Native Hawaiian & Other Pacific Islander Alone, American Indian & Alaska Native 
Alone, Some Other Race Alone, and Two or More Races.

Nominal Silicon Valley average wages 

increased 9.6% between 2014 and 2015, 

greatly outpacing inflation (which was 3.7% 

in the Bay Area). Average inflation-adjusted 

wages increased by $5,906 (+5.6%) in 2015 to 

$110,634, continuing the upward trend since 

2008 while remaining far above San Francisco 

($96,746, up 4.7% from 2014), Alameda County 

($67,615, down 1.2%), the rest of the Bay Area 

($57,328, down 0.6%) and the state ($60,467, 

up 2.1%). Silicon Valley wage increases were 

likely affected by increases in the state and 

local minimum wage during that time period.4 

Since 2010, average inflation-adjusted wages 

in Silicon Valley, San Francisco, and California 

increased (by 15.7%, 10.3%, and 3.6%, respec-

tively), while average wages in Alameda 

County and the Rest of the Bay Area remained 

4. The State of California minimum wage increased to $9.00 per hour on July 1, 2014, and the 
cities of Mountain View and Sunnyvale raised the minimum wage to $10.30 in 2014.
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Median Wages for Various Occupational Categories

Combined San Jose-Sunnyvale-Santa Clara and San Francisco-San Mateo-Redwood City MSAs
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MEDIAN WAGES FOR VARIOUS OCCUPATIONAL CATEGORIES

Average Wages

Silicon Valley, San Francisco, Alameda County, Rest of Bay Area, and California
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Trends in median 
wages between 2010 
and 2015 varied by 
occupational category.

Average wages 
in Silicon Valley 
reached nearly 
$111,000 in 2015.
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Median Wages by Tier

Silicon Valley, San Francisco, Bay Area, Alameda County, California, and the United States  |  2015
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Median wages for Silicon Valley Tier 1 
workers is 4.6 times more than for Tier 3 
workers.

Percentage of the Population Living in Poverty

Santa Clara & San Mateo Counties, San Francisco, California, and the United States 
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The Silicon Valley poverty rate declined to 
8.1% in 2014.

INCOME
ECONOMY

POVERTY STATUS

Share of Children Living in 
Poverty

SANTA CLARA & 
SAN MATEO COUNTIES

SAN FRANCISCO

CALIFORNIA

UNITED STATES

20142013

12.1%           8.9% 

12.0% 11.6%

23.5% 22.7%

22.2% 21.7%
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Share of Households Living Below the Federal Poverty 
Limit and Self-Sufficiency Standard

2012

SANTA CLARA & SAN MATEO COUNTIES

SAN FRANCISCO

CALIFORNIA

BELOW 
POVERTY

BELOW 
SELF-SUFFICIENCY

7.6%                 29.5%

9.1%                 26.8%

13.4%                    38.3%

Note: The Self-Sufficiency Standard defines the amount of income necessary to meet basic needs without public subsidies or private/informal 

assistance. The federal poverty limit for Santa Clara and San Mateo Counties in 2012 ranged from $11,170 for a one-person household to $38,890+ 

for a household with eight or more people. The poverty limit for a family of four was $23,050.  |  Data Source: Center for Women’s Welfare; United 

States Department of Health & Human Services  |  Analysis: Silicon Valley Institute for Regional Studies

3.8% and 3.2% lower in 2015 than in 2010, 

respectively. These gains in average wages 

were highly influenced by increases for the 

high-wage occupations such as Management 

Occupat ions,  Bus iness  and Financia l 

Operations Occupations, Computer and 

Mathematical Occupations, and Architecture 

and Engineering Occupations.

But while average wages in Silicon Valley 

and California increased by 5.6% and 2.1%, 

respectively, between 2014 and 2015, infla-

tion-adjusted median wages only increased 

by 1% across the two Metropolitan Statistical 

Areas (MSAs) covering Silicon Valley5 and by 

0.8% in California during that time period. 

The greatest increase in Silicon Valley MSA 

5. The two Metropolitan Statistical Areas (MSAs) covering Silicon Valley are the San Jose-
Sunnyvale-Santa Clara MSA (including San Benito and Santa Clara Counties) and the San 
Francisco-San Mateo-Redwood City MSA (including Marin, San Francisco and San Mateo 
Counties).

inflation-adjusted median wages was 

for Natural Resources, Construction, and 

Maintenance Occupations, due to increases 

for Construction and Extraction Occupations 

(up 1.8% to $61,581 in 2015). Median wages 

for Service Occupations in the two Silicon 

Valley MSAs actually declined by 1.1% (after 

inflation-adjustment) to $28,341 over that 

time period despite a 4.2% increase in the total 

number of jobs, with the greatest wage losses 

for Protective Service Occupations (down 7.4% 

to $42,234 in 2015).

Median wages not only vary by occupa-

tional category, but also by wage and skill 

level. In 2015, median wages for Tier 1 (high-

skill, high-wage) jobs in Silicon Valley were 
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The share of 
households earning 
more than $150,000 
annually increased 
in Silicon Valley 
between 2013 
and 2014, while 
decreasing slightly 
in San Francisco.

Distribution of Households by Income Ranges

Santa Clara & San Mateo Counties, California, Silicon Valley, and the United States

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

'14'13'12'11'10'14'13'12'11'10'14'13'12'11'10'14'13'12'11'10

$150,000 or more $35,000 to $149,000 Less than $35,000

27% 27% 26% 29% 30%

54% 54% 54% 52% 52%

19% 19% 19% 19% 17%

49% 50% 48% 47% 50%

28% 28% 28% 27% 24%

57% 56% 56% 55% 56%

29% 30% 30% 30% 29%

57% 56% 56% 56% 56%

33% 34% 34% 34% 33%

24% 22% 24% 26% 26%

14% 14% 14% 15% 15%
10% 10% 10% 10% 11%

Silicon Valley San Francisco California United States

Note: Income ranges are based on nominal values. Household income includes wage and salary income, net self-employment income, interest dividends, net rental or royalty income from estates 

and trusts, Social Security or railroad retirement income, Supplemental Security Income, public assistance or welfare payments, retirement, survivor, or disability pensions, and all other income 

excluding stock options.  |  Data Source: United States Census Bureau, American Community Survey  |  Analysis: Silicon Valley Institute for Regional Studies
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$121,638, compared to $53,685 for Tier 2 

(middle-skill, middle-wage), and $26,624 for 

Tier 3 (low-skill, low-wage). Median wages 

for Tier 1 jobs were higher in Silicon Valley 

than in San Francisco ($106,974), Alameda 

County ($95,139), the entire 9-County Bay 

Area ($112,227), California ($87,422), and the 

United States as a whole ($74,901). In contrast, 

Tier 2 and Tier 3 median wages were higher 

in San Francisco (at $56,638 and $29,286, 

respectively) than in Silicon Valley or the other 

geographies. One stark contrast in median 

wages by Tier in 2015 is the gap between Tier 

1 and Tier 3 wages, which is $95,014 in Silicon 

Valley compared to a range of $52,686 to 

$87,663 elsewhere in the Bay Area, California, 

and United States as a whole. In Silicon Valley 

and in the Bay Area as a whole, median wages 

for Tier 1 jobs were 4.6 times the median 

wages for Tier 3 jobs in 2015, compared 

to a multiplier of 3.4-3.8 among the other 

geographies.

As income in Silicon Valley is, on aver-

age, relatively high compared with other 

parts of the state and country, the per-

centage of Silicon Valley residents living 

below the federal poverty limit was rela-

tively low in 2014 (8.1% in Santa Clara and 

San Mateo Counties, compared to 12.0% 

in San Francisco, 16.5% in the state, and 

15.5% in the nation). Similarly, the share of 

children living in poverty is lower in Silicon 

Valley (8.9%) than in San Francisco (11.6%), 

California (22.7%) or the United States 

(21.7%). Furthermore, between 2013 and 

2014, Silicon Valley’s childhood poverty rate 

decreased significantly due to the decline 

in childhood poverty rates in Santa Clara 

County (down from 13.2% in 2013 to 8.6% in 

2014). However, despite the low poverty lev-

els, nearly 30% of the region’s population does 

not make enough money to meet their basic 

needs without public or private, informal assis-

tance. Additionally, 37% of Silicon Valley public 

school students during the 2014-2015 school 

year were receiving  free or reduced price 

meals. In comparison, California’s percentage 

of students receiving free or reduced price 

meals was 59% in 2014-2015, nine percentage 

points higher than it was a decade prior. 

Between 2013 and 2014, the share of low-

income (<$35,000 per year) households in 

Santa Clara and San Mateo Counties declined 

from 19% to 17%, while the share of high-

income households (>$150,000 per year) 

increased from 29% to 30%. This increase in 

share is primarily due to households earning 
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INDIVIDUAL MEDIAN INCOME BY EDUCATIONAL ATTAINMENT

Disparity in Median Income 
between Highest and Lowest 
Educational Attainment Levels
2014

SILICON VALLEY $78,865 4.4

SAN FRANCISCO $64,070 4.0

CALIFORNIA $57,814 3.9

UNITED STATES $45,633 3.2
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more than $200,000 per year. Between 2010 

and 2014, the share of high-income house-

holds in Silicon Valley has increased by three 

percentage points. A similar trend has been 

observed in San Francisco, where the share of 

high-income households has increased by two 

percentage points over the same time period. 

San Francisco’s share of low-income house-

holds has declined from 28% in 2010 to 24% 

in 2014. 

Individual (inflation adjusted) median 

income in Silicon Valley increased between 

2013 and 2014 for residents who never grad-

uated high school (up 3% to $23,281) and 

those with a high school diploma (up 0.3% to 

$31,551). For residents with a some college 

or associate’s degree, those with a bachelor’s 

degree or with a graduate or professional 

degree, individual median income declined 

during that same period (down 2.1%, 0.5%, 

and 2.7%, respectively). In 2014, median indi-

vidual income for Silicon Valley residents with a 

graduate or professional degree was $102,147 

– $78,865 (4.4 times) more than for those with 

less than a high school diploma. This compares 

to an income gap of $64,070 in San Francisco, 

$57,814 in California, and $45,633 in the United 

States between residents with the highest and 

lowest levels of educational attainment.

At each educational attainment level, 

women in Silicon Valley tend to earn less than 

men. This gender-income gap is observed at 

the local, state and national levels. For full-time 

workers in 2014 (of which there were 632,000 

men and 443,000 women in Santa Clara and 

San Mateo Counties), average wages for men 

were 33.4% higher than for women (compared 

to 22.4% in San Francisco, 25.1% in California, 
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Men in Silicon Valley with a bachelor’s 
degree or higher earn 39% more 
than women with the same level of 
educational attainment.

Average Wages for Full-Time Workers, by Gender 

Santa Clara & San Mateo Counties, 2014
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AVERAGE WAGES FOR FULL-TIME WORKERS, BY GENDER

and 33.6% in the United States). The Silicon 

Valley gender-income disparity is greatest for 

those with a graduate or professional degree. 

At that level of educational attainment, men 

earn $141,000 on average, 37.3% more than 

average wages for women ($103,000). This 

amounts to wages of $0.73 for every dollar a 

man would make, on average. While this dis-

parity is high, it is less than in California or 

the United States overall, where men with a 

graduate or professional degree earn 45% and 

55% more than women, respectively (women 

earn $0.69 and $0.64, respectively, on the 

male-dollar). 

The Silicon Valley gender-income gap is 

greatest in the for-profit sector and for those 

who are self-employed, whereas women who 

work in state or federal government positions 

actually earn more than men, on average ($1.11 

and $1.14 for every dollar earned by their male 

counterparts, respectively). Similar trends are 

evident in San Francisco, except San Francisco 

self-employed women in unincorporated busi-

nesses – contrary to the Silicon Valley trend 

– earned more money than men, on average 

($1.02 for every male-dollar). There are some 

occupational categories in which women 

fared better in comparison to men, including 

Computer and Mathematical professions (par-

ticularly Computer Programmers) in Silicon 

Valley, and Architectural and Engineering 

professions in San Francisco (especially man-

agerial positions, in which women earned 

42% more than men, on average, in 2014). 

As a whole (across all educational attainment 

levels, occupational categories and worker 

classes), the gender-wage gap in Silicon Valley 

grew between 2008 and 2012 (from $0.73 to 

$0.77 earned by women for every male-dollar), 

then declined in 2013 and 2014 (to $0.71 and 

$0.75, respectively).6

Although the State of California has 

recently passed legislation (SB 358) that man-

dates equal pay for “substantially similar work” 

(as opposed “equal work”) at any public or pri-

vate business location – representing what is 

arguably the most comprehensive effort by 

any state in the nation to enforce equal pay 

between genders – it did not become effec-

tive until January 1, 2016, and therefore had 

no impact on the 2014 Census data.7

6. Data tables for the gender-wage disparity over time, across worker classes and occupational 
categories are available online at www.siliconvalleyindicators.org.
7. Senate Bill No. 358, Jackson. Conditions of employment: gender wage differential. 
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Data Sources: California Dept. of Education, Free/Reduced Price Meals Program & CalWORKS Data Files  |  Analysis: Silicon Valley Institute for Regional Studies

Percentage of Students Receiving Free or Reduced Price Meals

Santa Clara & San Mateo Counties, California
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Over a third of Silicon Valley 
students age 5-17 received free 
or reduced price meals during 
the 2014-15 school year.

Gender-Wage Disparity for Full-Time Workers
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Value Added Per Employee

Santa Clara & San Mateo Counties, San Francisco, California and the United States
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VALUE ADDED

Percent Change in Value Added 
Per Employee

SILICON VALLEY

SAN FRANCISCO

CALIFORNIA

UNITED STATES

2000 -2015 2005 -2015 2014 -2015

+11.0% +4.5% -2.9%

+15.7% +4.2% -0.3%

+11.4% +3.9% +0.2%

+18.0% +6.6% +1.2%

Value added per employee 
declined by 2.9% in Silicon 
Valley between 2014 and 2015.

WHY IS THIS IMPORTANT?
Innovation, a driving force behind Silicon 

Valley’s economy, is a vital source of regional 

competitive advantage. It transforms novel 

ideas into products, processes and services 

that create and expand business oppor-

tunities. Entrepreneurship is an important 

element of Silicon Valley’s innovation system. 

Entrepreneurs are the creative risk takers who 

create new value and new markets through the 

commercialization of novel and existing tech-

nology, products and services. A region with a 

thriving innovation habitat supports a vibrant 

ecosystem to start and grow businesses. 

Entrepreneurship, in both new and estab-

lished businesses, hinges on investment 

and value generated by employees. Patent 

registrations track the generation of new ideas, 

as well as the ability to disseminate and com-

mercialize these ideas. The activity of mergers 

and acquisitions (M&As) and initial public 

offerings (IPOs) indicate that a region is culti-

vating successful and potentially high-value 

companies. Growth in firms without employ-

ees indicates that more people are going into 

business for themselves. 

Finally, tracking both the types of patents 

and areas of venture capital (VC) investment 

over time provides valuable insight into the 

region’s longer-term direction of development. 

Changing business and investment patterns 

could point to a new economic structure sup-

porting innovation in Silicon Valley.

Total venture capital 
investments continued 
to rise, and were highly 
���������	��	������	����	
San Francisco deals for 
the second year in a row. 
Patent registration totals 
were up 14% over 2014. 
IPO activity slowed in 2015, 
while Angel investments 
and M&A activity were 
on pace to exceed 2014 
totals.

INNOVATION & ENTREPRENEURSHIP
ECONOMY
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PATENT REGISTRATIONS

The number of 
Silicon Valley 
patents in 
Computers, 
Data Processing 
& Information 
Storage 
doubled 
between 2009 
and 2014.
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Silicon Valley and San Francisco Share of California and U.S. Patents
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Silicon Valley’s share of California and 
U.S. patents increased in 2014.

Patents Granted per 100,000 
People

SILICON VALLEY

SAN FRANCISCO

CALIFORNIA

2011

476

144

75

2014

655

279

106

‘11-’14 % CHANGE

+37.6%

+94.4%

+41.0%
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HOW ARE WE DOING?
Silicon Valley labor productivity, or value 

added per employee, declined by 2.9% from an 

all-time high of $178,739 in 2014 to $173,549 

in 2015. While Santa Clara and San Mateo 

Counties’ combined regional gross domes-

tic product (GDP) increased by 2.1% over 

that time period (after inflation-adjustment), 

the estimated 5.2% employment gains1 out-

weighed the gains in GDP. San Francisco’s labor 

productivity declined very slightly in 2014 

(down -0.3% to $179,527), while California and 

United States labor productivity increased 

over that time period (up 0.2% to $149,500, 

and up 1.2% to $126,561, respectively). Over 

the longer term, Silicon Valley labor productiv-

ity has increased significantly since the 1990s, 

1. Employment gain estimates for Santa Clara and San Mateo Counties are from Moody’s 
Economy.com using historical data through 2014 and forecasts updated on October 27, 2015. 

and is 11% higher than it was at the dot-com 

peak in 2000.

The number of Silicon Valley patent reg-

istrations continued to rise in 2014, reaching 

19,414 in 2014 (up from 16,975 in 2013 and 

15,065 in 2012). The largest share (40.5%) of 

the patents was in Computers, Data Processing 

and Information Storage, with a large share 

(25.6%) in Communications as well. The total 

number of Silicon Valley patents in Computers, 

Data Processing and Information Storage more 

than doubled since 2009, reaching 7,857 in 

2014. Silicon Valley and San Francisco’s com-

bined share of California patent registrations 

increased slightly between 2013 and 2014 to 

53.5%. The region’s combined share of U.S. 

patent registrations increased from 14.2% 

2015 venture capital investment 
totals for Silicon Valley and San 
Francisco were higher than any 
other year since 2000.

Venture Capital Investment

Silicon Valley and San Francisco
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INNOVATION & ENTREPRENEURSHIP
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to 15.0% over the same period of time. The 

number of patents granted per capita in San 

Francisco nearly doubled between 2011 and 

2014, while only increasing by 38% and 41% 

in Silicon Valley and California, respectively.

Venture capital investments in Silicon 

Valley and San Francisco, which shot up in 

2014, further increased in 2015. Total 2015 

VC investments for the region exceeded 2014 

totals by $4.7 billion, reaching $24.5 billion 

($11.13 billion in Silicon Valley, and $13.34 bil-

lion in San Francisco). This number represents 

the greatest amount of VC funding in any one 

year since 2000. In addition to an increase in 

total investment amounts, the region’s share 

of California and U.S. VC funding increased 

between 2014 and 2015 (from 67% to 73%, 
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Data Source: PricewaterhouseCoopers/National Venture Capital Association MoneyTreeTM Report, Data: Thomson Reuters |  Analysis: Jon Haveman, Marin Economic Consulting; Silicon Valley Institute for Regional Studies
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Venture Capital by Industry
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Palantir Technologies Inc. Palo Alto $450.0 Software

Palantir Technologies Inc. Palo Alto $429.8 Software

Airbnb Inc. $1,500.0 Media and Entertainment

Uber Technologies Inc. $1,000.0 Software

Social Finance Inc. $1,000.0 Financial Services

LYFT Inc. $530.0 Software

Zenefits Insurance Services $500.0 Software

Pinterest Inc. $367.1 Media and Entertainment

GitHub Inc. $251.0 Software

Social Finance Inc. $213.0 Financial Services

Pinterest Inc. $186.0 Media and Entertainment

Slack Technologies Inc. $160.0 Software

Denali Therapeutics Inc. South San Francisco $217.0 Biotechnology

Medallia Inc. Palo Alto $150.3 Software

Auris Surgical Robotics Inc. San Carlos $149.5 Industrial Energy

Tintri Inc. Mountain View $124.6 Computers and Peripherals

View Inc. Milpitas $121.3 Industrial Energy

Zuora Inc. Foster City $115.0 Software

Zscaler Inc. San Jose $110.0 Software

Apttus Inc. Foster City $108.0 Software

Investee 
Company Name

City

SILICON VALLEY

Amount 
(millions) Industry

Investee 
Company Name

SAN FRANCISCO

Industry
Amount 

(millions)

Top Venture Capital Deals of 2015

Software 
received 52% of 
total Silicon 
Valley venture 
capital 
investments.
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ANGEL INVESTMENT

Angel Investment

Silicon Valley, San Francisco, and California

M
ill

io
ns

 o
f D

ol
la

rs
 In

ve
st

ed
 (I

nfl
at

io
n 

Ad
ju

st
ed

)

$0

$500

$1,000

$1,500

$2,000

$2,500

$3,000

$3,500

$4,000

$4,500

$5,000

2015*2014201320122011
0%

20%

40%

60%

80%

100%

San Francisco Seed StageSan Francisco Series A+

Silicon Valley Seed StageSilicon Valley Series A+ Silicon Valley + San Francisco 
Share of California Total
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Angel investments 
in Silicon Valley 
and San Francisco 
represented 81.5% 
of the statewide 
total in 2015.

and from 39% to 42%, respectively). Silicon 

Valley’s share of U.S. funding varied signifi-

cantly by industry. For example, in Q3 2015, 

Silicon Valley received 94% of all U.S. VC fund-

ing in Computers and Peripherals, 64% of all 

U.S. Telecommunications funding, and 46% of 

all funding in Industrial/Energy, while account-

ing for less than 10% of U.S. VC funding in 

Medical Devices and Equipment, Media and 

Entertainment, and Consumer Products and 

Services.

More than half (52%) of all Silicon Valley 

2015 VC investments were in Software – a 

share that has risen steadily over the past six 

years, from 21% in 2009. In comparison, only 

47% of San Francisco VC funding went into 

Software. As the share of funding going into 

INNOVATION & ENTREPRENEURSHIP
ECONOMY

Software has increased, the shares going 

into Industrial/Energy, Medical Devices and 

Equipment, and Networking and Equipment 

have decreased. In contrast to Software, 

much smaller shares of 2015 Silicon Valley VC 

investments went into Biotechnology (13%), 

IT Services (6%), Industrial/Energy (5%) and 

other industries. As was the case in 2014, the 

regional 2015 VC investment total was highly 

affected by the increasing number of large 

investment deals in San Francisco companies, 

including Airbnb ($1.5 billion), Uber ($1 bil-

lion), and Social Finance ($1 billion). Among 

Silicon Valley and San Francisco companies, 

there were also eight more deals over $200 

million each.
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Angel Investment, by Stage

Silicon Valley, San Francisco, and California
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92% of Silicon 
Valley Angel 
investments 
in 2015 were 
in Series A+ 
rounds.
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*2015 data is through Q3.  |  Data Source: CB Insights  |  Analysis: Silicon Valley Institute for Regional Studies

Angel investments in Silicon Valley in Q1-3 

2015 were on pace to exceed 2014 totals, while 

San Francisco Angel investments may fall short 

of the 2014 high. In the first three quarters of 

2015, Silicon Valley and San Francisco Angel 

investments reached $1.4 and $1.6 billion, 

respectively, amounting to a combined share 

of California Angel investments of 81.5%. 

Silicon Valley and California overall received 

a much larger share of Series A+2  compared 

to Seed Stage investments in 2015, while San 

Francisco’s 2015 proportion of Series A+to 

Seed Stage Angel investment remained similar 

to the prior year. 

There were 169 U.S. Initial Public Offerings 

in 2015, 106 fewer than in 2014. Of the 169 

2. Series A+ rounds are typically led by institutional investors, such as traditional Venture 
Capital firms. Angels, however, may have the opportunity to participate in these rounds as 
follow-ons to their seed stage investment in companies.

IPOs, 16 were Silicon Valley companies (seven 

fewer than the prior year) and six were San 

Francisco companies. Other California and U.S. 

(outside of California) companies accounted 

for 15 and 97, respectively, and international 

companies accounted for 35 of those IPOs. 

Despite the decline in the overall number 

of IPOs, Silicon Valley’s share of California 

and U.S. IPO pricings increased from 40% to 

43% and from 11% to 12%, respectively. The 

international companies that went public on 

U.S. stock exchanges in 2015 were primarily 

from China (17%), Canada (13%), Israel (13%), 

Belgium, the United Kingdom, and Australia 

(10% each), among 11 other countries. 
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MERGERS AND ACQUISITIONS

N
um

be
r o

f D
ea

ls

Sh
ar

e 
of

 C
al

ifo
rn

ia
 a

nd
 U

.S
. D

ea
ls

Number of Deals and Share of California 
and United States Deals

Silicon Valley and San Francisco

0

150

300

450

600

750

2015*2014201320122011
0%

10%

20%

30%

40%

50%

San Francisco

Silicon Valley

Silicon Valley + San Francisco Percentage of Total U.S. Deals

Silicon Valley + San Francisco Percentage of Total California Deals

*Data is through the third quarter of 2015.  |  Note: Deals include Acquirers and Targets.  |  Data Source: FactSet Research Systems, Inc.  |  Analysis: 

Silicon Valley Institute for Regional Studies

Silicon Valley and San Francisco 
were on track to exceed the 2014 
total number of M&A deals.

INNOVATION & ENTREPRENEURSHIP
ECONOMY

There were fewer 2015 IPO 
pricings in Silicon Valley than 
during the previous two years.

Initial Public Offerings
Total Number of U.S. IPO Pricings

Silicon Valley, San Francisco, Rest of California, Rest of U.S., and International Companies
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Silicon Valley San Francisco

Percentage of Merger & Acquisition Deals 
by Participation Type

Silicon Valley and San Francisco
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U.S. IPO Pricings of International Companies, by Country | 2015

Jersey Isle 3.3%
Sweden 3.3%

Singapore 3.3%

Italy 3.3%

Germany 3.3%

Finland3.3%

Denmark 3.3%

Bermuda 3.3%

Austria 3.3%

Ireland 6.7%

France 6.7%

Australia 10.0%

United Kingdom 10.0%
Belgium 10.0 %

Israel 13.3%

China 16.7%

Canada 13.3%

Note: Location based on corporate address provided by IPO ETF manager Renaissance Capital.  |  Data Source: Renaissance Capital  |  Analysis: Silicon Valley Institute for Regional Studies

The majority of International 
Companies going public on U.S. 
exchanges in 2015 were from 
China, Canada, and Israel.

San Francisco acquisition activity 
increased by nine percentage points 
between 2014 and 2015.
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Firms Without Employees 
in 2013
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CALIFORNIA 2,983,996

UNITED STATES 23,005,620

Relative Growth of Firms Without Employees

Santa Clara & San Mateo Counties, Alameda County, San Francisco, California, and the United States

In
de

xe
d 

to
 2

00
8 

(1
00

=
20

08
 v

al
u

es
)

100

102

104

106

108

110

112

114

116

118

120

201320122011201020092008

United StatesCaliforniaSan FranciscoAlameda CountySilicon Valley

Data Source: United States Census Bureau, Nonemployer Statistics  |  Analysis: Silicon Valley Institute for Regional Studies

The number of nonemployer 
����	��	������	������	
��	
grown rapidly since 2008.

NONEMPLOYER TRENDS

Silicon Valley and San Francisco were on 

pace to exceed 2014 merger and acquisition 

activity levels based on the number of deals 

in the first three quarters. During that time 

period, there were 660 M&A deals involving 

Silicon Valley companies, and 453 involving 

San Francisco companies (representing 115 

more than during the first three quarters of 

the previous year). These numbers repre-

sent 25% and 7% of California and U.S. M&A 

deals, respectively. In Silicon Valley, the share 

of Target Only deals declined from 31% in 

2014 to 29% in 2015, while the share of Target 

& Acquirer deals increased by two percent-

age points indicating that Silicon Valley is 

acquiring more of its own companies. In San 

Francisco, the share of Acquirer Only deals 

increased significantly in 2015, rising to 66% of 

all M&A deals from 55% the prior year. Most of 

this increase was compensated by a decrease 

in Target Only deals, down from 37% in 2014 

to 28% in 2015.

The number of businesses without employ-

ees climbed steadily between 2008 and 2013, 

reaching over 192,000 in 2013. During that 

time period, the region’s entrepreneurs started 

16,308 more firms (+9.3%) in Silicon Valley and 

9,730 (+12.3%) in San Francisco. In 2013, 25% 

of the region’s nonemployer firms were in the 

Professional, Scientific & Technical Services 

sector, whereas this sector only encompassed 

14% of firms without employees nationally, 

and 17% statewide.
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Percentage of Nonemployers by Industry, 2013

Santa Clara & San Mateo Counties, Alameda County, San Francisco, California, and the United States
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Commercial Space
Change in Supply of Commercial Space

Santa Clara County
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Commercial 
space availability 
decreased slightly 
in 2015.

WHY IS THIS IMPORTANT?
Changes in the supply of commercial space, 

vacancy rates and asking rents (i.e., the rent 

listed for new space) provide leading indica-

tors of regional economic activity. In addition 

to office space, commercial space includes 

R&D, industrial and warehouse space. A nega-

tive change in the supply of commercial space 

suggests strengthening economic activity and 

tightening in the commercial real estate mar-

ket. The change in supply of commercial space 

is expressed as the combination of new con-

struction and the net absorption rate, which 

reflects the amount of space becoming avail-

able. The vacancy rate measures the amount 

of space that is not occupied. Increases in 

vacancy, as well as declines in rents, reflect 

slowing demand relative to supply.

HOW ARE WE DOING?
Available commercial space in Santa Clara 

County decreased slightly in 2015 (down 5.36 

million square feet, from 27.4 million square 

feet in Q3 2014 to 22.1 million square feet in 

Q3 2015) despite the addition of more than 

four million square feet of (completed) new 

construction to the building inventory during 

the first three quarters of 2015. That amount of 

new construction was 89% more than in all of 

2014 combined. Because the majority of Santa 

Clara County’s new construction projects were 

either preleased or built-to-suit, vacancy rates 

New construction of 
�����	�����	�����"	���	
Silicon Valley revives 
new warehouse space 
construction; vacancy 
rates decline and 
commercial rents increase 
as demand outweighs 
supply.

COMMERCIAL SPACE
ECONOMY

Vacancy rates 
declined among 

all types of 
commercial 

space, in both 
counties.
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continued to decline as new buildings were 

completed. Vacancy rates declined from 8.0% 

in 2014 to 6.1% in 2015 in Santa Clara County 

(for all types of commercial space), with the 

most notable decline in office space, which 

fell from 10.0% vacancy in 2014 to 7.3% in 

2015. Over that same time period, occupancy 

increased as well, with a net absorption (net 

change in occupancy) of over 5.5 million 

square feet for all product types. The decrease 

in available commercial space, decrease in 

vacancy, and corresponding increase in occu-

pancy indicate a continued and growing 

demand for commercial space in Santa Clara 

County. 

Just as commercial vacancy rates in Santa 

Clara County declined in 2015, San Mateo 

County office and R&D space vacancy rates fell 

as well (from 10.9% in 2014 to 7.9% in 2015 for 

office space, and from 7.3% to 3.5% over the 

same time period for R&D space). This decline 

follows a five-year trend, with peak vacancy 

rates in 2008-2009. Vacancy rate declines in 

Santa Clara and San Mateo Counties are due 

to high tenant demand, and are not surprising 

given the recent increases in regional employ-

ment levels.

Annual average asking rents for office 

space in Santa Clara County1 increased in 

2015, following a four-year upward trend and 

1. Including Fremont
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COMMERCIAL VACANCY
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*2015 data is through Q3.  |  Note: Santa Clara County data includes Fremont.  |  Data Source: Colliers International  |  Analysis: Silicon Valley 

Institute for Regional Studies

COMMERCIAL RENTS

COMMERCIAL SPACE
ECONOMY

reaching $3.75 per square foot, full-service, in 

Q3. Rental rates for R&D space spiked in 2015 

to an average of $1.68 per square foot, NNN,2 in 

Santa Clara County (up 50% over 2014 rates), 

and $2.84 per square foot, NNN, in San Mateo 

County (up 26% over 2014 rates). These rate 

increases are likely due to increased regional 

demand for commercial space and decreas-

ing availability (low supply). Asking rents for 

Industrial and Warehouse space remained 

relatively low in 2015 – under $1.00 per square 

2. A triple net lease structure, where the tenant pays expenses

foot, NNN, in both counties. However, while 

remaining low, asking rents for Warehouse 

space in Santa Clara County did increase by 

nearly 11% between 2014 and 2015 due to the 

lack of supply coupled with increased demand.

Santa Clara County’s lack of Warehouse 

space relative to supply is due to a 13-year 

gap in new development. For the first time 

since 2001, Warehouse space in Santa Clara 

County (including Fremont) was constructed 

(completed) in 2015. At a time of such high 

demand, all 860,000 sq. ft. of new warehouse 

construction projects were claimed by new 

tenants before completion (notably includ-

ing a total of 590,000 sq. ft. leased by Living 

Spaces, Apple, and Pivot Interiors in Fremont).3 

There was also a significant amount of new 

Santa Clara County4 office space completed 

during the first three quarters of 2015, totaling 

3.14 million square feet – representing more 

office space development in any single year 

since 2001.

3. According to the Colliers International San Jose/Silicon Valley, Market Report and Forecast, 
2014-2015. 
4. Including Fremont
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Commercial asking rents for R&D 
space in Santa Clara County 
increased by nearly 50% in 2015.

New Commercial Development
By Sector
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New development 
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skyrocketed in 2015; 
warehouse space was 
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since 2001.

*2015 data is through Q3.  |  Note: Santa Clara County data includes Fremont.  |  Data Source: Colliers International  |  Analysis: Silicon Valley Institute for Regional Studies
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GRADUATE AND DROPOUT RATES

WHY IS THIS IMPORTANT?
The future success of Silicon Valley’s knowl-

edge-based economy depends on younger 

generations’ ability to prepare for and access 

higher education.

High school graduation and dropout rates 

are an important measure of how well our 

region prepares its youth for future success. 

Preparation for postsecondary education can 

be measured by the proportion of Silicon 

Valley youth that complete high school and 

meet entrance requirements for the University 

of California (UC) or California State University 

(CSU). Educational achievement can also be 

measured by proficiency in math and sci-

ence, which is correlated with later academic 

success. Breaking down high school dropout 

rates by ethnicity sheds light on the inequality 

of educational achievement in the region.

HOW ARE WE DOING?
Graduation rates for the 2013-14 school 

year increased by two percent in Silicon Valley 

(to 86%) and by one percent in the state (to 

81%). The share of graduates meeting UC/

CSU requirements increased as well, up three 

percentage points in both Silicon Valley and 

the state (to 55% and 42%, respectively). 

Silicon Valley high school 
graduation rates and the 
share who meet UC/CSU 
requirements improved in 
the 2013-14 school year, 
while success continued to 
����	�����������	��	����	
and ethnicity.

SOCIETY
PREPARING FOR ECONOMIC SUCCESS

Note: Graduation and dropout rates are four-year derived rates.   |  Data Source: California Department of Education  |  Analysis: Silicon Valley Institute for Regional Studies
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Dropout Rates
% of Graduates Meeting 
UC/CSU Requirements

Graduation Rates

Silicon Valley high school graduation 
rates and the share of students 
meeting UC/CSU requirements have 
increased steadily since 2011.
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High school graduation rates vary 
by ethnicity, with Asian students 
eight percentage points above 
the regional average.

Dropout rates, however, remained relatively 

unchanged in the 2013-14 school year (chang-

ing less than a fifth of a percentage point in 

both geographies).

Both high school graduation rates and 

the percentage of graduates who meet UC/

CSU entrance requirements in Silicon Valley 

vary greatly between students of different 

races/ethnicities. While 95% of Asian students 

and 92% of White students graduated from 

high school in 2013-14, only 74% of Hispanic 

or Latino and 70% of American Indian or 

Alaska Native students did. And while 78% 

of Asian graduates in 2013-14 met UC/CSU 

requirements, only 31% of Hispanic or Latino 

and 32% of Pacific Islander students did. The 

2013-14 school year did mark a significant 

increase in the share of African-American 

graduates who met UC/CSU requirements, 

up to 38% from 27% the year prior. This sharp 

increase was observed across Santa Clara 

County, San Mateo County, and southern 

Alameda County school districts. The increase 

may be due to changes in Silicon Valley’s pop-

ulation composition in addition to improving 

achievement of existing residents, while the 

large percent change from year to year may 

be partially due to the relatively small number 

High School Graduation Rates
by Race and Ethnicity

Silicon Valley, 2011-2014
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The share of students meeting UC/CSU 
requirements increased for nearly all 
racial/ethnic groups.

Pe
rc

en
ta

ge
 o

f S
tu

de
nt

s  
W

ith
 U

C/
CS

U
 R

eq
ui

re
d 

Co
ur

se
s

0%

10%

20%

30%

40%

50%

60%

70%

80%

Silicon 
Valley 
Total

Hispanic
 or Latino

Pacific 
Islander

American
 Indian

African-
American

FilipinoMulti/
None*

WhiteAsian

Share of Graduates Who Meet UC/CSU Requirements
by Race and Ethnicity

Silicon Valley, 2011-2014

2012 2013 20142011

*Multi/None includes both students of two or more races, and those who did not report their race. White, African-American and Filipino are 

Not-Hispanic or Latino.  |  Data Source: California Department of Education  |  Analysis: Silicon Valley Institute for Regional Studies

GRADUATE AND DROPOUT RATES continued

of Black or African-American students (rep-

resenting less than 3% of Silicon Valley high 

school graduates in 2014). Between the 2012-

13 and 2013-14 school years, there was also an 

increase in Hispanic or Latino graduation rates 

(up from 72.2% to 73.9%) and the share who 

met UC/CSU requirements (up from 27.5% to 

30.7%).

Beginning in the 2012-13 school year, the 

California Department of Education stopped 

requiring the Algebra I California Standards 

Test (CST) for eight-graders, and began test-

ing them in science. In Silicon Valley, 71% of 

eighth-graders during the 2013-14 school year 

tested At or Above Proficient, compared to 

63% throughout the state. These percentages 

represent a decline from the prior year scores, 

which were several percentage points higher.
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Note: Beginning with the 2013-14 school year, the California Department of Education stopped administering the CST Algebra I test and began testing eighth-graders in science.  |  Data Source: 

California Department of Education  |  Analysis: Silicon Valley Institute for Regional Studies

Silicon Valley and statewide 
���
�
	�����	�������	����������	
declined between 2014 and 2015.
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Percentage of the Population 3 to 4 Years of Age Enrolled in School

Santa Clara & San Mateo Counties, San Francisco, California, and the United States
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PRESCHOOL ENROLLMENT

Preschool 
enrollment rates 
in San Francisco 
are higher than in 
Silicon Valley, and 
much higher than 
in California or the 
United States.

WHY IS THIS IMPORTANT?
Early education provides the foundation for 

lifelong accomplishment. Research has shown 

that quality preschool-age education is vital to 

a child’s long-term success. Private versus pub-

lic school enrollment illustrates the economic 

structure of our community when compared 

to California and the United States.

HOW ARE WE DOING?
In 2014, 59% of Silicon Valley’s three- and 

four-year-olds were enrolled in private or pub-

lic school. This share is four percentage points 

higher than the prior year, but more than two 

percentage points below the recent peak in 

2011 (62% enrollment). Preschool enrollment 

rates are much higher in San Francisco, at 72% 

in 2014. State and national rates increased 

slightly between 2013 and 2014, up less than 

one percentage point each to 48% and 47%, 

respectively.

Thirty-seven percent of Silicon Valley three- 

and four-year-olds attended private school in 

2014, while only 22% were enrolled in public 

school. Likewise, more than twice as many San 

Francisco preschoolers are enrolled in private 

school versus public school. Statewide, on the 

other hand, more three- and four-year-olds 

attended public school (27%) than private 

school (21%), but the majority (52%) were not 

enrolled in school at all. Nationwide trends are 

similar to the state, illustrating the difference 

in early education between Silicon Valley and 

its surroundings.

A higher share of Silicon 
Valley and San Francisco 
3- to 4-year olds attends 
private preschools than 
in the state or nation. 
Preschool enrollment 
rates in San Francisco are 
much higher than in Silicon 
Valley.

SOCIETY
EARLY EDUCATION
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Percentage of Population 3 to 4 Years, by School Enrollment 

Santa Clara & San Mateo Counties, San Francisco, California, and the United States | 2014

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

United StatesCaliforniaSan FranciscoSilicon Valley

22%

37%

41%

23%

49%

28%

27%

21%

52%

27%

20%

53%

Public SchoolPrivate SchoolNot Enrolled

Data Source: United States Census Bureau, American Community Survey  |  Analysis: Silicon Valley Institute for Regional Studies

A greater share 
of Silicon Valley 
and San Francisco 
parents enroll their 
children in private 
preschool than 
in the state or the 
nation.
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Cultural Participation
Adult Population Share Attending Arts & Culture Events and Attractions, Playing Instruments, 

Purchasing Recorded Media

by Region | 2014
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Note: Cultural participation data were collected between 2012 and 2014.  |  Data Source: Americans for the Arts; Scarborough Research  |  Analysis: Silicon Valley Institute for Regional Studies

More than a quarter 
of Silicon Valley 
adults attend arts 
and culture events 
and attractions, play 
musical instruments, 
and/or purchase 
recorded media.

The share of Silicon 
Valley households 

donating to the arts 
declined between 

2011 and 2014.

WHY IS THIS IMPORTANT?
Arts and culture play an integral role in 

Silicon Valley’s economic and civic vibrancy. 

As both creative producers and employers, 

nonprofit arts and culture organizations are a 

reflection of regional diversity and quality of 

life. In attracting people to the area, generat-

ing business throughout the community and 

contributing to local revenues, these unique 

cultural activities have considerable local 

impact. 

Attending events and attractions are ways 

in which the community participates in the 

arts. Spending on arts and culture activities 

reflects the public’s interest, as well as the 

amount of money for which producers of the 

arts must compete. The share of households 

donating indicates how much the community 

is due, in large part, to the higher amount 

that San Francisco residents spend on read-

ing materials. Annual expenditures on arts 

and culture are higher in both Silicon Valley 

and San Francisco than in many other regions 

across the country. 

The share of households donating to pub-

lic broadcasting or arts declined between 2011 

and 2014 in Santa Clara County (from 30% 

in 2011 to 28% in 2014), San Mateo County 

(from 34% to 28%), and in San Francisco (from 

37% to 35%). However, over a similar time 

period (2011-2013), the number of solo artists 

increased across all three counties (reaching 

203, 288, and 779 per 100,000 residents in 

Santa Clara County, San Mateo County, and 

San Francisco, respectively).

values the arts and is willing to support it. 

And, the number of solo artists captures 

the extent to which the arts are thriving in a 

community and provides an indicator of arts 

entrepreneurs.

HOW ARE WE DOING?
Thirty-two percent of San Francisco adults 

attend arts and culture events and attractions, 

including zoos, museums, concerts, live per-

forming arts, movies, and purchasing music 

media. This compares to 28% in San Mateo 

County and 26% in Santa Clara County. And 

while San Francisco’s residents also spend 

more on average than Silicon Valley residents 

annually on arts and culture ($526), it is not a 

large margin over Santa Clara County ($467) 

or San Mateo County ($488). The difference 

Silicon Valley and San Francisco residents spend more on arts and 
culture consumption than in many other regions across the United States.

SOCIETY
ARTS AND CULTURE
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Arts Donations
Share of Households Donating to Public Broadcasting or Arts 

2011 & 2014 
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Data Source: Americans for the Arts  |  Analysis: Silicon Valley Institute for Regional Studies

San Mateo County 
residents spend 
more on arts and 
culture activities 
than Santa Clara 
County residents.

Consumer Expenditures
Annual Consumer Expenditures on Arts & Culture Consumption

by Region | 2015
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Data Source: Americans for the Arts  |  Analysis: Silicon Valley Institute for Regional Studies

San Francisco has 3-4 
times more solo artists per 
capita than Silicon Valley.
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Change in the Percentage of 

Individuals with Health Insurance, 

by Age and Employment Status

Santa Clara & San Mateo Counties, 2013-2014
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AGES 65+
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Percentage of Individuals with 
Health Insurance, by Age and 
Employment Status

Santa Clara & San Mateo Counties, 2014
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Data Source: United States Census Bureau, American Community Survey  |  Analysis: Silicon Valley Institute for Regional Studies

Share of the Population Ages 18-64 with Health 
Insurance Coverage

Santa Clara & San Mateo Counties, San Francisco, California, and the United States

70%

75%

80%

85%

90%

95%

2014201320122011201020092008

91%

90%

84%

83%

United StatesCaliforniaSan FranciscoSilicon Valley

HEALTH INSURANCE COVERAGE

The share of 
Silicon Valley 
residents ages 
18-64 with health 
insurance coverage 
skyrocketed in 
2014 .

Between 2013 and 
2014, the share of 
unemployed 18- to 
64-year-olds with 
health insurance 
coverage jumped 
up by fourteen 
percentage points.

WHY IS THIS IMPORTANT?
Early and continued access to quality, 

affordable health care is important to ensure 

that Silicon Valley’s residents are thriving. 

Given the high cost of healthcare, individu-

als with health insurance are more likely to 

seek routine medical care and preventive 

health-screenings. 

Being overweight or obese increases the 

risk of many diseases and health conditions, 

including Type 2 diabetes, hypertension, coro-

nary heart disease, stroke and some types of 

cancers. These conditions decrease residents’ 

ability to participate in their communities, 

and have significant economic impacts on the 

nation’s health care system as well as the over-

all economy due to declines in productivity.

HOW ARE WE DOING?
There was a sharp increase in health insur-

ance coverage in Silicon Valley, San Francisco, 

California and across the nation in 2014, par-

ticularly for the population ages 18 to 64. 

Between 2013 and 2014, the share of covered 

18- to 64-year-olds increased by five per-

centage points in Silicon Valley (compared 

to three, seven, and four percentage points 

in San Francisco, California, and the U.S., 

respectively) to 90%. Additionally, the share 

of unemployed residents ages 18-64 covered 

by health insurance increased by 14 percent-

age points, from 64% in 2013 to 78% in 2014. 

These increases followed a significant (but 

lesser) increase in coverage between 2012 

and 2013 that was likely related to the Low 

Income Health Program (LIHP) – an early cover-

age expansion program administered prior to 

implementation of the 2010 Patient Protection 

and Affordable Care Act (ACA, also known as 

Obamacare). LIHP enrolled over 30,000 Silicon 

Valley residents in Medi-Cal by the end of 

2013.1 The 2014 data was highly influenced 

by ACA coverage, which became effective on 

January 1, 2014 for the earliest enrollees. 

1. California Department of Health Care Services, Low Income Health Program Enrollment 
Data, Quarter 2 of Fiscal Year 2013-2014.

The share of residents ages 18-64 covered by health insurance skyrocketed in Silicon Valley, 
San Francisco, California, and across the nation, particularly for those who are unemployed.

SOCIETY
QUALITY OF HEALTH
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Students Overweight or Obese 
Percentage of Student Population that is Overweight or Obese 

Santa Clara & San Mateo Counties, and California 
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Adults Overweight or Obese
Percentage of Adults Who Are Overweight Or Obese

Santa Clara & San Mateo Counties, and California 
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One third of 
Silicon Valley 
students are 
overweight or 
obese.

59% of Silicon 
Valley adults 
are overweight 
or obese, 
compared 
to 63% 
throughout the 
state.

*Methodology for physical fitness testing by the California Department of Education was modified in 2011 and again in 2014; the 2011-2013 and 2014-2015 data cannot be used for comparison purposes with each other, or with data from previ-

ous years.  |  Data Sources: California Department of Education, Physical Fitness Testing Research Files; kidsdata.org  |  Analysis: Silicon Valley Institute for Regional Studies

Note: Starting in 2011, CHIS transitioned from a biennial survey model to a continuous survey model.  |  Data Source: California Health Interview Survey (CHIS)  |  Analysis: Silicon Valley Institute for Regional Studies
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Adult obesity rates have been increasing in 

Silicon Valley and throughout the state. While 

Silicon Valley obesity rates (21% in 2014) are 

lower than in California as a whole (27%), the 

region has a higher sh are of overweight adults 

(38% compared to 36% in California). Silicon 

Valley’s youth also exhibit lower obesity rates 

than in the state overall (33% compared with 

38% of 5th, 7th, and 9th grade students, com-

bined, during the 2014-2015 school year).
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Violent Crime Rate

Silicon Valley and California

0

100

200

300

400

500

600

700

'14'13'12'11'10'09'08'07'06'05

CaliforniaSilicon Valley

Breakdown of Violent Crimes By Type

Silicon Valley | 2014

Forcible 
Rape

Robbery 

33.0%

Homicide  
0.8%

10.7%

Aggravated 
Assault

55.5%

Note: Violent crimes include homicide, forcible rape, robbery and aggravated assault.  |  Data Source: California Department of Justice; California 

Department of Finance  |  Analysis: Silicon Valley Institute for Regional Studies

Data Source: California Department of Justice  |  Analysis: Silicon Valley Institute for Regional Studies

VIOLENT CRIMES

WHY IS THIS IMPORTANT?
Public safety is an important indicator of 

societal health. The occurrence of crime erodes 

our sense of community by creating fear and 

instability, and poses an economic burden as 

well. The number of Silicon Valley public safety 

officers provides a unique window into the 

changing infrastructure of our city and county 

governments, and affects the public’s percep-

tion of safety.

HOW ARE WE DOING?
Violent crime rates in Silicon Valley (231 

crimes per 100,000 people annually in 2014) 

were lower than throughout the state (395 per 

The number of public safety officers in 

Silicon Valley, which had fallen consistently 

year over year between 2009 and 2013 (-11.6% 

to 4,170), increased dramatically in 2014 (up 

17.4% to 4,897 since 2013) then remained 

relatively steady between 2014 and 2015. The 

majority of the losses between 2009 and 2013 

were in Santa Clara County, which accounted 

for 82% of the 545 officers. Santa Clara County 

also accounted for the majority (65%) of the 

gains (+727) in public safety officers between 

2013 and 2014. Between 2014 and 2015, 

despite a population growth rate of more than 

one percent, the total number of public safety 

officers increased by a mere eight employees 

(+0.2%); however, 2015 marked the greatest 

number public safety officers in the region for 

more than a decade.

100,000), and have declined steadily since the 

most recent peak in 2007 (323 per 100,000). 

The majority of Silicon Valley’s violent crimes 

are aggravated assault (55.5%), followed by 

robbery (33%), forcible rape (10.7%), and 

homicide (0.8%). Silicon Valley felony offense 

rates are also lower than the state for adults 

(783 offenses for every 100,000 adults in 2014, 

compared to 1,391 per 100,000) and juveniles 

(276 offenses per 100,000 juveniles, compared 

to 302 per 100,000). Felony offense rates 

have been declining in Silicon Valley since 

the recent peak in 2008 (1,211 offenses per 

100,000 adults, and 645 offenses per 100,000 

juveniles).

Violent crime and felony offense rates continued to decline in 
������	����'	�
�	������	��	�����	������	�������	��������	�������

The rate of violent crimes in Silicon Valley 
and California decreased slightly in 2014.

88% of violent crimes in Silicon Valley 
are aggravated assault or robbery.
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The total number of public safety 
�������	��	������	����	��������	
steady between 2014 and 2015.

The felony offense 
rate for juveniles 
in Silicon Valley 
declined by 17% 
between 2013 and 
2014.

Felony Offenses
Felony Offenses per 100,000 Adults & Juveniles 

Santa Clara & San Mateo Counties, and California
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������	�����������(�����	
home prices in Silicon Valley 
rose by 5.9% between 2014 
and 2015. 

WHY IS THIS IMPORTANT?
The housing market impacts a region’s 

economy and quality of life. An inadequate 

supply of new housing negatively affects 

prospects for job growth. A lack of afford-

able housing results in longer commutes, 

diminished productivity, curtailment of family 

time and increased traffic congestion. It also 

restricts the ability of crucial service provid-

ers—such as teachers, registered nurses and 

police officers—to live near the communities 

in which they work. Additionally, high housing 

costs can limit families’ ability to pay for basic 

needs, such as food, health care, and clothing. 

As a region’s attractiveness increases, home 

sales, average home prices and rental rates 

tend to increase. Higher levels of new housing 

and attention to increasing housing affordabil-

ity are critical to the economy and quality of 

life in Silicon Valley.

HOW ARE WE DOING?
Silicon Valley home prices continued a 

three-year upward trend, reaching a median 

sale price of $830,000 in 2015 – more than 

double the median sale price in California as 

a whole ($411,000) –representing a nearly 

6% increase over the prior year (compared to 

an increase of less than 4% throughout the 

state). As home prices have continued to rise, 

the number of homes sold in Silicon Valley 

has decreased (down 11% between 2014 and 

2015, and down 23% since the most recent 

peak in 2012). Correspondingly, the inventory 

Low housing inventory is 
driving up prices, making 
��	����	�������	���	�����
time homebuyers to afford 
a median-priced home. 
Income gains were not 
enough to accommodate 
home price and rental rate 
increases. Fewer housing 
units were permitted than 
in previous years, with a 
declining share of multi-
family units. Household 
size is increasing, as is the 
share of multigenerational 
households.

HOUSING
PLACE
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Housing Inventory
Average Monthly For-Sale Inventory

Santa Clara & San Mateo Counties, and California
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The inventory of Silicon Valley 
houses listed for sale each month 
has declined by 10% since 2014.
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of homes listed for sale has declined signifi-

cantly since the peak in 2011 (down 67% in 

Silicon Valley and 49% throughout the state), 

as well as over the past year (-10% in Silicon 

Valley, and -3% in California).

Increasing home prices are highly affected 

by the limited supply of existing housing and 

the amount of residential building occurring in 

Silicon Valley. The number of residential units 

included in Silicon Valley (Santa Clara and San 

Mateo Counties) building permits declined for 

the first year following a three-year upward 

trend. The number of units permitted in 2015 

was estimated at 5,559, representing less than 

half the number of units permitted in the prior 

year (11,372 in 2014). Additionally, multi-family 

units represented a much smaller share of total 

units in 2015 (62.5%) than in 2014 (83.0%). A 

return toward more residential development 

and an increasing share of multi-family units 

will be needed in order to meet the housing 

needs of the region’s growing population. 

Comparing the number of units being 

developed (units in building permits issued) 

with the number of units that are actually 

needed to accommodate the region’s growing 

population provides an estimate of the hous-

ing shortage. The data suggests a shortage 

of nearly 25,000 units in Silicon Valley (Santa 

Clara and San Mateo Counties) since 2007, tak-

ing into consideration rising household sizes. 

Average household size should be going down 

as birth rates decline and an increasing share 

of the population is in older age groups that 
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Residential building 
slowed in 2015.

have smaller households. However, Silicon 

Valley household size has been increasing 

steadily, rising from 2.98 to 3.09 people per 

household between 2005 and 2014. Increasing 

household size over time indicates that more 

people are moving in with one another to 

avoid high housing costs. 

Silicon Valley (and the Bay Area as a 

whole) failed to meet its Regional Housing 

Need Allocation (RHNA)1 goals for 2007-2014 

except in the least affordable housing cat-

egory (Above Moderate Income, 120%+ of the 

1. The Regional Housing Need Allocation is the state-mandated process to identify the total 

number of housing units, by affordability level, that each jurisdiction must accommodate in 

its Housing Element.

Area Median Income). For Very Low Income, 

Low Income, and Moderate Income housing, 

Silicon Valley only reached 25%, 25%, and 22%, 

respectively, of its set goals. However, Silicon 

Valley’s cities are moving toward more afford-

able development, having approved more 

affordable housing units in the 2014-15 fiscal 

year (1,7582 representing 16% of all approved 

housing units) than in any other year since FY 

2001-02. 

As home prices have increased (+33% since 

2011), so have Silicon Valley rental rates (+27% 

2. Throughout the 29 cities that participated in the affordable housing portion of Joint 

Venture’s annual Land Use Survey.

for apartments and +25% for single-family 

homes (SFH), condos and co-ops over the 

same time period). Between 2013 and 2014, 

median Silicon Valley rental rates increased 

by 13-16% (+$3,500-$5,500/year, or $300-

$450/month), compared to the increase in 

inflation-adjusted median household income 

of only 4.4% (+$4,109/year, or $342/month). 

While income gains were similar to rental 

rate increases on a monthly basis (exceeding 

apartment rental rate increases by $44/month, 

but lagging SFH/Condo/Co-op rates by $113/
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Progress Toward Regional Housing Need Allocation (RHNA), by 
Affordability Level 

Silicon Valley and Bay Area | 2007-2014
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Silicon Valley only met 
57% of its total Regional 
Housing Need Allocation 
for 2007-2014.

P
LA

CEmonth), the rate of income increase was much 

slower and therefore inadequate in offsetting 

the increased rental rates. Additionally, hous-

ing costs are considered burdensome if they 

are higher than 30% of gross income.3 As such, 

it is not possible for an excess $342 per month 

(pre-tax) income gain to fully offset even the 

apartment rental rate increase of $298/month. 

In 2015, Silicon Valley rental rates reached 

$2,749 per month for apartments (compared 

to $3,890 in San Francisco, $1,930 in California, 

and $1,123 in the United States as a whole) and 

3. According to the U.S. Department of Housing and Urban Development, housing costs 

greater than 30% of household income pose moderate to severe financial burdens.

$3,507 per month for single-family residences, 

condos and co-ops (compared to $4,584 in San 

Francisco, $2,205 in California, and $1,391 in 

the United States as a whole). These rates rep-

resent an increase of nearly 8% over the prior 

year. Average apartment rental rates in Silicon 

Valley are consistently higher than the state 

and the nation, and have been rising rapidly 

since 2010.

Median household income gains would 

need to have been approximately three times 

greater to accommodate home price increases 
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Silicon Valley 
household sizes 

increased from 2.98 
to 3.09 people per 

household between 
2005 and 2014.

between 2013 and 2014 without being bur-

densome (housing costs greater than 30% 

of gross income). During that time period, 

Silicon Valley median home prices increased 

by $68,000, amounting to a mortgage pay-

ment increase of approximately $319 per 

month (over $3,828 per year) for first-time 

homebuyers.4 This increase would represent 

a burdensome share (93%) of the $342 per 

month ($4,109 per year) income gains that 

year (pre-tax), indicating the difficulty that 

existing Silicon Valley residents face when try-

ing to purchase homes in the area.

4. Based on estimated mortgage payments at the average 30-Year Fixed Rates, assuming 

first-time homeowners put 20% as a down payment, and not accounting for inflation 

between 2013 and 2014.

of their income on housing costs. But whereas 

the share of Silicon Valley homeowners bur-

dened by housing costs has declined since 

then, the share of burdened renters has risen 

by nearly five percentage points. 

The percentage of first-time homebuyers 

that can afford to purchase a median-priced 

home (Housing Affordability Index) in both 

Santa Clara and San Mateo Counties fell in 

2015 as part of a four-year downward trend. 

The change was particularly rapid in San 

Mateo County, where affordability fell from 

34% of first-time homebuyers in 2014 to only 

The share of Silicon Valley renters with a sig-

nificant housing burden (as defined by housing 

costs more than 35% of income) remained 

constant between 2013 and 2014 at 39%. This 

compares to 34% of San Francisco renters, 45% 

of California renters, and 39% of those across 

the country. Over the same period of time, the 

housing burden for Silicon Valley homeowners 

declined slightly (from 30% in 2013 to 29% in 

2014), continuing a five-year downward trend. 

The most recent peak housing burden for 

homeowners was in 2007-2008, when 41% of 

homeowners were spending more than 35% 
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Building Affordable Housing
Affordable Units as a Percentage of Total Approved New Residential Units

Silicon Valley
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New affordable housing 
development increased to

16%
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Rental Affordability
Median Rental Rates

Santa Clara & San Mateo Counties, San Francisco, California, and the United States
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Median Silicon Valley 
apartment rental rates 

reached $2,749 in 2015.

27% in 2015. In Santa Clara County, afford-

ability fell from 44% in 2014 to 41% in 2015. 

These affordability rates are much lower than 

the 52% of first-time homebuyers throughout 

the state who can afford to purchase a median-

priced home. Silicon Valley and California 

are both less affordable for first-time home-

buyers than the in the United States overall, 

which had a Housing Affordability Index from 

the California Association of Realtors of 74% 

in the third quarter of 2015. Sacramento, 

Los Angeles and San Diego are among the 

places in California that are more affordable 

for first-time homebuyers than Silicon Valley, 

while all exhibit the same downward trend in 

affordability over the past three years. 

Silicon Valley, like San Francisco, California, 

and the United States as a whole, has seen a 

gradual increase in multigenerational house-

holds since 2008. Between 2008 and 2014, 

the share of households in Silicon Valley 

that include three or more generations has 

increased from 4.3% to 5.1% (representing 

an additional 8,900 households). This six-year 

increase in the number of multigenerational 

households (up by 25%) is disproportionately 

greater than the increase in the total number 

of households (up by 4%). The increase is likely 

due to increasing housing costs and the lim-

ited supply of available housing within the 

region. In comparison to 5.1% in Silicon Valley, 

San Francisco had a much smaller share of 

multi-generational households in 2014 (3.2%).

64



P
LA

CE

Home Affordability
Percentage of Potential First-Time Homebuyers That Can Afford to Purchase a Median-Priced Home

Santa Clara and San Mateo Counties,  San Francisco, and Other California Regions

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

2015*2014201320122011201020092008200720062005

41%

27%

CaliforniaSanta BarbaraSan DiegoSacramento

Los AngelesSan Mateo CountySanta Clara County San Francisco

*2015 data reflects Q1-3.  |  Data Source: California Association of Realtors  |  Analysis: Silicon Valley Institute for Regional Studies

��	���������	
���������	��	
San Mateo County can afford 
a median-priced home.

Only

27%
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The share of Silicon 
Valley owners and 

renters burdened 
by housing costs 
declined slightly 

between 2013 and 
2014.

Housing Burden
Percent of Households with Housing Costs Greater than 35% of Income

Santa Clara & San Mateo Counties, San Francisco, California, and the United States
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of Silicon Valley renters are 
burdened by housing costs.

39%
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Multigenerational Households
Share of Households with Three or More Generations

Santa Clara & San Mateo Counties, San Francisco, California, and the United States
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of all Silicon Valley households 
are multigenerational.

More
than

5%
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Vehicle Miles Traveled Per Capita and Gas Prices

Santa Clara and San Mateo Counties
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VEHICLE MILES TRAVELED PER CAPITA AND GAS PRICES

Annual VMT per 
capita and gas 
prices declined 
between 2013 
and 2014.

WHY IS THIS IMPORTANT?
Adequate highway capacity and increas-

ing alternatives to driving alone are 

important for the mobility of people and 

goods as the economy expands. Public trans-

portation investments, along with improving 

automobile fuel efficiency and shifting from 

fossil fuels to electric vehicles, are important 

for meeting air quality and carbon emission 

reduction goals.

HOW ARE WE DOING?
Vehicle Miles Traveled per person (VMT) in 

Silicon Valley decreased from 8,539 miles per 

year in 2013 to 7,924 miles per year in 2014 

(-7.2%); however, much of this decrease is likely 

due to changes in the California Department 

of Transportation Highway Performance 

Monitoring System (HPMS), which did not 

include data from local roads or federal agen-

cies in 2014. Average inflation-adjusted gas 

prices throughout the state increased between 

2009 ($3.02 per gallon) and 2012 ($4.26 per 

gallon), then decreased through 2014. In 2014, 

the average gas price was $3.83 per gallon. 

Between 2004 and 2014, the share of Silicon 

Valley residents who drive alone to work has 

declined from 78% to 74%. However, despite 

the decline in the share of commuters driving 

alone, as the total number of commuters has 

#
�	������)�	������	
congestion problem 
continues to worsen 
despite a smaller share of 
Silicon Valley commuters 
that are driving alone, and 
increases in public transit 
ridership.

TRANSPORTATION
PLACE
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Nearly three-quarters of the 
workforce drives to work alone.

Silicon Valley commute 
times have increased by 

14% over the last decade.

Percentage of Workers

Santa Clara & San Mateo Counties
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MEANS OF COMMUTE

risen over that same period of time, per capita 

ridership on public transit increased as well 

(by 10.3% between 2004 and 2014). Between 

2014 and 2015, per capita transit use in Silicon 

Valley increased by 2.4% overall, while rising 

by as much as 14% of some systems (+14.0% 

for VTA Express Bus Service, +7.8% for Caltrain, 

and +6.5% for ACE in Santa Clara County). This 

increase has been attributed to the opening of 

Levi’s Stadium (in July 2014)1, Avaya Stadium 

(in March, 2015),2 and the region’s increasing 

traffic congestion. Comparatively, overall Bay 

Area Rapid Transit (BART) per capita ridership3 

has increased by 6% over the same period 

of time. Since 2010 – the beginning of the 

1. Levi’s Stadium opened on July 17, 2014. 
2. Avaya Stadium opened on March 22, 2015. 
3. Including all BART service territories, normalized to Santa Clara and San Mateo County 
population growth for comparison to changes in Silicon Valley per capita ridership

economic recovery period – VTA Express Bus 

Service, Caltrain, and Santa Clara County ACE 

per capita ridership have increased by 57%, 

47%, and 70%, respectively, compared to an 

overall Silicon Valley per capita transit ridership 

increase of 7%.

Additionally, as the total number of com-

muters increased, average commute times 

to work increased by three minutes in Santa 

Clara and San Mateo Counties (up 14% to 27 

minutes in 2014) and three minutes in San 

Francisco (up 10% to 32 minutes) while only 

increasing by one minute throughout the state 

(up 4% to 28 minutes). Traffic congestion has 

become a worsening problem in Silicon Valley, 
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Mean Travel Time to Work

Minutes

SANTA CLARA 
& SAN MATEO 
COUNTIES

SAN FRANCISCO

CALIFORNIA

2004 2014 % CHANGE

+14.3%

+10.5%

+3.7%

27.2

31.7

28.1

23.8

28.7

27.1

69



San Jose commuters lost an 
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congestion in 2014.

Annual Delay and Excess Fuel Consumption per Peak Auto Commuter
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TIME LOST TO TRAFFIC CONGESTION

TRANSPORTATION
PLACE

as indicated by annual delays and excess fuel 

consumption due to congestion in San Jose 

(up by 24% and 47%, respectively, between 

2004 and 2014, and up 72% and 155%, respec-

tively, between 1994 and 2014). In 2014, San 

Jose peak-time commuters lost an average of 

67 hours and 28 gallons of gasoline per year to 

traffic congestion. San Jose’s traffic congestion, 

as represented by the number of Rush Hours 

per Day, is similar to that of San Francisco (6.7 

and 6.6 hours, respectively), but is greater 

than other large, West Coast cities including 

San Diego (5.8 hours), Seattle (5.5 hours), and 

Portland (5.1 hours).

Between 2011 and 2014, the number of 

residents commuting to another county within 

the region has increased significantly (+17% 

overall) due to an increasing number of jobs 

regionally, a reduction in unemployment, and 

new people joining the workforce. While a 

portion of this increase can be accounted for 

by public transportation and large corporate 

shuttles (rather than solely private automo-

biles), an increase in commuting within the 

region adds to the growing traffic congestion 

issue. Between 2011 and 2014, the number of 

residents commuting from Alameda County 

to San Mateo and San Francisco Counties has 

increased by 35%, amounting to 36,000 more 

daily commuters. Over a period of just one 

year between 2013 and 2014, the number 

of Alameda County residents commuting to 

San Francisco increased by more than 15% 

(+13,500 commuters), while the number 

commuting to Santa Clara County actually 

decreased by 13% (-9,400 commuters). The 

latter may be related to the large year-over-

year increase in Alameda County to Santa 

Clara County commuters that occurred two 

years prior (+18%). The Santa Clara County 

out-commute increased moderately between 

2013 and 2014 (+5-7% to neighboring coun-

ties), while changes in the San Mateo County 

out-commute varied significantly by destina-

tion (+11% commuting to Santa Clara County, 

but -5% commuting to San Francisco). Overall, 

in 2014, the share of commuters who worked 

outside their county of residence was 13% for 

Santa Clara County, 43% for San Mateo County, 

23% for San Francisco, and 29% for the Bay 

Area as a whole.
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Change in Per Capita Transit Use

2010-2015

San Mateo & Santa Clara Counties

ALL SERVICE

EXPRESS BUS SERVICE

SAM TRANS

2010 PER 
CAPITA 

RIDERSHIP

TRANSPORTATION
SYSTEM

2015 PER 
CAPITA 

RIDERSHIP

PERCENT
CHANGE

16.69

0.38

5.57

CALTRAIN

ALTAMONT 
CORRIDOR 
EXPRESS (ACE)

4.79

0.27

TOTAL 27.32

16.66

0.60

4.98

7.03

0.46

29.13

-0.2%

+56.8%

-10.6%

+46.7%

+69.7%

+6.6%

SANTA CLARA VALLEY TRANSPORTATION AUTHORITY (VTA)

2.4%
Public transit use 
was up

in 2015.
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COMMUTE PATTERNS

of commuters living in San Mateo 
County work in a different county.

43%
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Change in the Number of Cross-County Commuters

2011-2014

PercentNumberDestinationOrigin

Santa Clara

San MateoSan Francisco

Alameda

San Francisco

Santa ClaraSan Mateo

Alameda

San Mateo

San FranciscoSanta Clara

Alameda

San Mateo

San FranciscoAlameda

Santa Clara

+6,057 +28.0%

+5,488 +13.2%

+2,187 +11.8%

+7,009 +9.3%

+9,480 +17.2%

+178 +1.5%

+5,974 +14.3%

+3,136 +23.2%

+5,905 +18.1%

+10,015 +35.2%

+26,088 +34.9%

+745 +1.2%

Between 2011 and 2014, the 
number of commuters from 
Alameda County to San 
Francisco and San Mateo 
County increased by

35%
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Note: Beginning in 2008, the Land Use Survey expanded its geographic definition of Silicon Valley to include cities northward along the U.S. 101 corridor (Brisbane, Burlingame, Millbrae, San 

Bruno and South San Francisco). In 2014, the Survey expanded to include all Silicon Valley cities (adding Colma, Daly City, Half Moon Bay and Pacifica).  |  Data Source: City Planning and Housing 

Departments of Silicon Valley  |  Analysis: Silicon Valley Institute for Regional Studies

Residential density decreased slightly 
to 20 dwelling units per acre.

WHY IS THIS IMPORTANT?
By directing growth to already devel-

oped areas, local jurisdictions can reinvest 

in existing neighborhoods, increase access 

to transportation systems, and preserve the 

character of adjacent rural communities while 

reducing vehicle miles traveled and associated 

greenhouse gas emissions. Focusing new com-

mercial and residential developments near rail 

stations and major bus corridors reinforces the 

creation of compact, walking distance, mixed-

use communities linked by transit. This helps 

to reduce traffic congestion on freeways, pre-

serve open space near urbanized areas, and 

improve energy efficiency. By creating mixed-

use communities, Silicon Valley gives workers 

alternatives to driving and increases access to 

workplaces.

HOW ARE WE DOING?
Average residential density in Silicon Valley 

has remained relatively constant over the past 

three years (at 20-21 dwelling units per acre), 

while remaining 5 dwelling units per acre 

higher in FY 2014-15 than during the recent 

low in FY 2010-11. The share of new housing 

units within walking distance of major rail or 

bus stations increased from 61% in FY 2013-14 

(6,384 units) to 84% in FY 2014-15 (8,718 units). 

Over the past two fiscal years, there has 

been nearly as much planned non-residential 

development (23.2 million square feet) as over 

the prior five years combined (23.4 million). 

Total net non-residential development approv-

als (after planned demolition) in FY 2014-15 

were more than twice the annual average for 

2003-2013. The 2013-14 fiscal year marked the 

most non-residential development approv-

als for any one year on record. And while FY 

2014-15 totals did not exceed those of the 

prior year, Silicon Valley’s net planned non-resi-

dential development remained extraordinarily 

high (at 10.3 million square feet, compared 

to 12.9 million during the prior fiscal year). 

This amount of development is the floor area 

equivalent of 178 football fields. Of the 10.3 

million in planned development, 34% (3.5 mil-

lion square feet) will be near transit. 

Approved non-residential development 

projects were spread throughout Silicon Valley, 

with pockets of significant development 

planned in cities such as Sunnyvale (1.1 mil-

lion square feet, including the nearly 800,000 

square foot Landbank project for Apple), San 

Jose (3.1 million sq. ft., including a particu-

larly large site development permit to build as 

much as 1.7 million sq. ft. of industrial office 

space and incidental commercial support with 

up to one million sq. ft. of parking garages), 

Santa Clara (3.5 million sq. ft., including 1.3 

million sq. ft. of office and R&D space being 

developed by Menlo Equities and leased to 

Palo Alto Networks – representing the City of 

Santa Clara’s largest lease ever1), and Fremont 

(2.2 million sq. ft., including an implemen-

tation of the Warm Springs/South Fremont 

Community Plan with approximately 700,000 

sq. ft. of commercial/mixed use development). 

Silicon Valley’s FY 2014-15 non-residential 

development approvals included commercial 

1. Silicon Valley Business Journal, “Deal of the Year finalist: Palo Alto Networks lease at Menlo 
Equities’ Santa Clara campus.” September 25, 2015. 

Non-residential development approvals 
remained extraordinarily high in FY 2014-15.

LAND USE
PLACE
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The amount of approved non-residential 
development remained high in FY 2014-15.

Housing Near Transit
Share of New Housing Units Approved That Will Be Within 1/3 Mile of Rail Stations or Major Bus Corridors
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The percentage of new housing 
near transit increased to 84%.

space (26% of the total, with a net 2.9 

million sq. ft. after planned demolition), 

office space (40%, net 4.4 million sq. 

ft.), light industrial (33%, net 2.6 million 

sq. ft.), and institutional development 

such as churches and schools (1%, net 

143,000 sq. ft.) among the 27 cities that 

participated in this portion of Joint 

Venture’s annual Land Use Survey. The 

project types range from large office 

and industrial space to mixed office/

commercial space, a public storage 

facility in Burlingame, a Pepsi distribu-

tion center in Gilroy, an expansion of 

the Sequoia Union High School District 

in Menlo Park, a seminary in Fremont, 

a movie theatre at San Antonio Center 

in Mountain View, a new Honda dealer-

ship in San Carlos, to a Marriott hotel in 

South San Francisco, among other proj-

ects. In addition to South San Francisco, 

hotel development was planned in a 

handful of other Silicon Valley cities 

including Mountain View, Cupertino, 

San Jose, and Morgan Hill. It is coupled 

with in progress-hotel development,2 

and consistent with the +3.7% growth 

in Accommodation and Food Services 

jobs between Q2 2014 and Q2 2015 (see 

Appendix A).

2. There has been significant growth recently in the hotel supply regionally, 
according to a study conducted by Hotel Appraisers & Advisors (HA&A) for the 
City of Morgan Hill, Hotel Market Research, July 9, 2015.
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Per capita water 
consumption 
declined by 17% 
in FY 2014-15.

WHY IS THIS IMPORTANT?
Environmental quality directly affects the 

health and well-being of all residents as well 

as the Silicon Valley ecosystem.1 The environ-

ment is affected by the choices that residents 

make about how to live, how to get to work, 

how to purchase goods and services, where to 

build our homes, our level of consumption of 

natural resources and how to protect our envi-

ronmental resources. 

Energy consumption impacts the environ-

ment through the emission of greenhouse 

gases (GHGs) and atmospheric pollutants from 

fossil fuel combustion. Sustainable energy pol-

icies include increasing energy efficiency and 

the use of clean renewable energy sources. 

1. Recent studies have quantified the importance of the ecosystem services provided by the 
region’s natural capital to the health of the economy including clean air, water quality and 
supply, healthy food, recreation, storm and flood protection, tourism, science and education. 
Healthy Lands & Healthy Economies: Nature’s Value in Santa Clara County (Open Space 
Authority and Earth Economics, 2014) found that each year, Santa Clara County’s natural and 
working lands provide a stream of ecosystem services to people and the local economy that 
range in value from $1.6 billion to $3.9 billion.

For example, more widespread use of solar 

generated power diversifies the region’s elec-

tricity portfolio, increases the share of reliable 

and renewable electricity, and reduces GHGs 

and other harmful emissions. Electricity pro-

ductivity is a measure of the degree to which 

the region’s production of economic value is 

linked to its electricity consumption, where a 

higher value indicates greater economic out-

put per unit of electricity consumed.

Water consumption and use of recycled 

water are particularly important indicators 

given California’s drought conditions. At the 

end of December 2015, 91% of the state 

(including Silicon Valley) was classified as 

Severe Drought, and 45% of the state was 

The region continues to 
install solar and decrease 
water use; electric vehicle 
infrastructure continues to 
expand as EV adoption 
rates increase.

ENVIRONMENT
PLACE
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Silicon Valley electricity 
productivity increased 
by 5% between 2013 
and 2014.

classified as Exceptional Drought – the high-

est level of drought intensity – compared with 

32% at the start of the 2015 calendar year, and 

0% at the start of the 2014 calendar year, two 

years prior.2 Despite a moderate amount of 

rainfall that replenished the Sierra Mountain 

Range snow pack (which was 105% of normal 

statewide in December, 2015),3 the shortage 

of rain in 2014 and 2015 has led to dimin-

ished water resources for the region, including 

severely low Santa Clara County groundwater 

storage conditions.4

Electric vehicle infrastructure and adop-

tion provide indicators on the extent to 

which Silicon Valley residents are utilizing a 

cleaner transportation alternative to fossil fuel 

2. National Drought Mitigation Center, U.S. Drought Monitor for California, December 22, 2015 
and December 30, 2014. 
3. Department of Water Resources, California Data Exchange Center, Snow Water Equivalents 
on December 30, 2015. 
4. Santa Clara Valley Water District, Groundwater Monitoring Conditions Report from 
December 5, 2015, total storage at the end of 2015 is projected to fall within Stage 3 (Severe) 
of the Water Shortage Contingency Plan. 

combustion. Comparing infrastructure and 

adoption to statewide statistics provides a look 

at the region’s leadership on electric

HOW ARE WE DOING?
Per capita daily water consumption in 

Silicon Valley declined significantly between 

FY 2013-14 and FY 2014-15, down by 17% 

to 112 gallons per person per day. Over the 

same period of time, the recycled percent-

age of water used has increased from 4.6% to 

5.4%. While water consumption has gradually 

declined for more than a decade, this 17% 

drop was the most significant annual change 

that has occurred over that time period. The 

region’s water agencies have attributed this 
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Data Source: Moody’s Economy.com; California Energy Commission; State of California, Department of Finance  |  Analysis: Silicon Valley Institute for Regional Studies

decline to the local drought response follow-

ing the January 2014 Statewide Emergency 

Drought Declarat ion 5 and Apri l  2015 

Governor’s Executive Order requiring water use 

restrictions and other water saving initiatives,6 

and the subsequent reduction targets set for 

local water suppliers.7 Statewide conservation 

efforts (including mandatory outdoor water 

use restrictions implemented by over 90% of 

the state’s water suppliers) led to an 12.7% 

savings over the prior year (November 2014 – 

November 2015) in residential per capita daily 

water use throughout the San Francisco Bay 

Area.8

5. State of California, Governor Brown Declares Drought State of Emergency. January 17, 2014. 
6. State of California. Executive Order B-29-15. April 1, 2015. 
7. For example, Scotts Valley Water District asked for voluntary 20% cutbacks and elevated 
community outreach strategies, enhanced the rebate program, and restricted outdoor 
irrigation to twice per week. The Santa Clara Valley Water District set county-wide targets, 
including twice per week irrigation and a 20% reduction in water use.
8. California Environmental Protection Agency, State Water Resources Control Board, 
Factsheet: November by the Numbers, January 5, 2016. 

productivity is 72% higher ($19,007 per MWh) 

and increasing rapidly. Between 2013 and 

2014, San Francisco’s electricity productivity 

increased by nearly 9% continuing a five-year 

upward trend.

Cumulative installed solar capacity in 

Silicon Valley reached 272 megawatts (MW) at 

the end of the third quarter of 2015, up 46 MW 

(+20%) over the previous year. In just the first 

three quarters of 2015, more solar capacity was 

installed than in all of 2014 combined, across 

residential, commercial, and other types of 

systems. Of the 46 MW gain in Q1-3 2015, 55% 

was from residential, 26% from commercial, 

Silicon Valley’s (Santa Clara and San Mateo 

Counties’) electricity consumption declined 

since the recent peak in 2007 (of 8,840 kilo-

watt-hours per person annually), but remained 

relatively unchanged between 2012 and 2014 

(at around 8,100 kWh per person annually) 

and significantly higher than in San Francisco 

(6,986 kWh per person in 2014) and the rest of 

California (7,311 kWh per person). And while 

electricity productivity is higher in Silicon 

Valley than the rest of the state ($11,045 

dollars of regional Gross Domestic Product 

per megawatt-hour in 2014, compared to 

$7,710 per MWh), San Francisco’s electricity 
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Cumulative 
installed solar 
capacity in 
Silicon Valley 
reached 272 
megawatts.
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and 19% from other types of installations 

(including non-profit, government, industrial, 

and utility).

In November of 2015, there were 308 public 

electric vehicle (EV) charging stations in Santa 

Clara and San Mateo Counties with a total of 

1,063 charging outlets (plugs, with one out-

let needed to charge one electric vehicle at 

any given time). These amounts represent a 

43% and 27% gain, respectively, in the num-

ber of local charging stations and outlets 

since 2014. Silicon Valley’s share of California’s 

public electric vehicle charging infrastructure 

declined slightly as other regions accelerated 

deployment, dropping from 15% of all state-

wide outlets in 2014 to 13% in 2015. Contrary 

to this trend, Silicon Valley’s share of California 

electric vehicle drivers9 has gone up slightly 

(from 19% in 2014 to 20% in 2015) as the num-

ber of local EV drivers continues to increase. 

Since the majority of Silicon Valley EV driv-

ers rely heavily on private charging stations 

(in-home or at-work), it is not surprising that 

the EV adoption trend is different from that 

of public charging infrastructure deployment. 

As of December, 2015, more than 25,000 EV 

drivers in Santa Clara and San Mateo Counties 

have applied for California rebates. These 

9. Including those who have applied for the California rebate only.

Silicon Valley drivers seem to favor the 

all-electric Nissan Leaf (representing 30% 

of all rebates), the plug-in hybrid electric 

Chevy Volt (18%), all-electric Teslas (16%), 

the all-electric Ford Focus and plug-in 

hybrid electric Energi (10% combined), 

the all-electric Toyota RAV4 (10%)10, and 

the all-electric FIAT 500e (8%), among 

several other electric vehicles makes/

models.

10. The all-electric Toyota RAV4 was available until 2014.
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Nearly 20% of all 2010-2015 California 
electric vehicle rebates were for Silicon 
Valley drivers.
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Electric Vehicle Adoption, by Make

Santa Clara & San Mateo Counties  |  2010-2015
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Note: Only includes electric vehicles for which the owner applied for a California rebate.  |  Data Source: California Air Resources Board 

Clean Vehicle Rebate Project  |  Analysis: Silicon Valley Institute for Regional Studies

Nissans and Chevrolets account for nearly 
half of all Silicon Valley electric vehicles.

of California’s EV charging 
outlets are in Silicon Valley.

13%
More than
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Revenues by Source, and Expenses

Silicon Valley
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CITY FINANCES

Silicon Valley city revenues 
declined by 2% in FY 2013-14, 
while expenses declined by 
1.1%.

Data Source:  Silicon Valley Cities, Audited Annual Financial Reports  |  Analysis: Silicon Valley Institute for Regional Studies

CITY FINANCES
GOVERNANCE

WHY IS THIS IMPORTANT?
Many factors influence local government’s 

ability to govern effectively, including the 

availability and management of resources. 

To maintain service levels and respond to a 

changing environment, local government rev-

enue must be reliable. 

Property tax revenue is the most stable 

source of city government revenue, fluctuat-

ing much less over time than other sources of 

revenue, such as sales and other taxes. Since 

property tax revenue represents less than a 

quarter of all revenue, other revenue streams 

are critical in determining the overall volatility 

of local government funding.

HOW ARE WE DOING?
Silicon Valley city revenues totaled $5.7 

billion in FY 2013-14 for all 39 cities, rang-

ing from $2.6 million in Monte Sereno to 

$1.7 billion in San Jose. Revenues exceeded 

expenses by $336 million – a smaller margin 

than during the prior year ($391 million). This 

decreasing margin was due to a 2.0% decline 

City revenues declined 
by 2% after adjusting for 
��������"	���	���������	��	
become more dependent 
on Charges for Services. 
Investment earnings only 
accounted for 1% of 
total Silicon Valley city 
revenues.
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Silicon Valley city revenues 
were $336 million more than 
total expenses in FY 2013-14.

Data Sources:  Silicon Valley Cities, Audited Annual Financial Reports; California State Auditor  |  Analysis: Silicon Valley Institute for Regional Studies

in total revenues (after inflation-adjustment) 

and only a 1.1% decline in total expenses. The 

2013-14 fiscal year marked the second year in 

which overall Silicon Valley revenues exceeded 

expenses. Prior to that, the region had expe-

rienced four straight years where expenses 

exceeded revenues. California revenues also 

exceeded expenses in FY 2013-14, with a mar-

gin of $9.8 billion.

Since 2007, Silicon Valley city budgets have 

become increasingly dependent on Charges 

for Services (up from 35% of total revenue 

to 47%), and less dependent on property tax 

(down from 24% to 19%) and investment 

income (down from 5% to 1%). Revenues from 

Charges for Services for all Silicon Valley cities 

totaled $2.7 billion in FY 2013-14, $52 million 

more than the previous fiscal year.
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O
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N
A
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The percentage of 
registered voters 
declining to state their 
�������	�����	���������	
continued to increase, 
while the percentage 
registered as 
Republicans decreased.

WHY IS THIS IMPORTANT?
An engaged citizenry shares in the respon-

sibility to advance the common good, is 

committed to place, and holds a level of trust 

in community institutions. Voter participa-

tion is an indicator of civic engagement and 

reflects community members’ commitment to 

a democratic system, confidence in political 

institutions and optimism about the ability of 

individuals to affect decision-making.

HOW ARE WE DOING?
For over a decade, the share of eligible 

voters in Silicon Valley registered with the 

Republican Party has continued to decline 

(from 31% in March 2000 to 21% in November 

2014), while the share that decline to state a 

party preference has increased (from 17% in 

2000 to 29% in November 2014). The share of 

residents registered with the Democratic Party 

has stayed relatively constant, between 46% 

and 48%. Similar trends are seen throughout 

the state, although California has a greater 

share of registered Republicans and a smaller 

share of Democrats (42% to 47%) and those 

who decline to state.

The share of Silicon Valley and California 

voters that participate by absentee ballot has 

increased steadily since 2002 from 23% and 

26%, respectively, in March 2002, to 80% and 

69%, respectively, in June 2014. Silicon Valley 

has seen a greater turnout than California 

for every election since 2003, with the great-

est share of eligible voters participating in 

Presidential elections. In the most recent 

Presidential election (November 2012), 59% 

of Silicon Valley voters cast ballots, compared 

with only 55% of California residents. Voter 

turnout in the 2014 General Election varied 

significantly by age group in Silicon Valley, 

San Francisco, and California as a whole, and 

is inversely correlated with age. The highest 

voter turnout in Silicon Valley, San Francisco, 

and California was among residents over age 

65 (57%, 51%, and 55%, respectively), and 

the lowest turnout was among the young-

est voters, ages 18-24 (11%, 13% and 8%, 

respectively). 

While voter registration rates are expected 

to increase throughout the state over the next 

couple of years due to the recently passed 

Motor Voter Program (AB 1461),1 voter turnout 

may or may not be affected.

1. California Assembly Bill No. 1461, Voter registration: California New Motor Voter Program. 

Voter turnout among young adults is extremely low; more voters are declining 
��	�����	�	�������	�����	���������"	���	��	���������	�
���	��	������	���������

CIVIC ENGAGEMENT
GOVERNANCE
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Nearly 74% of Silicon 
Valley voters cast 
absentee ballots in the 
2014 general election.
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Eligible Voter Turnout, by Age

Santa Clara & San Mateo Counties, San Francisco, and California  |  2014
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Only 11% of Silicon Valley voters age 
18-24 cast ballots in the 2014 general 
election.
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1. Includes government jobs (state and local).

2. Excludes government jobs in Healthcare & Social Services, Education, and Utilities.

Note: Includes annual industry employment data for Silicon Valley from the United States Bureau of Labor Statistics Quarterly Census of Employment and Wages (QCEW) for 2007, 2010, 2014 and 2015, modified slightly by Chmura Economics & Analytics JobsEQ platform and EMSI, which removes 

suppressions and reorganizes public sector employment. Data for Q2 of 2015 was estimated at the industry level by BW Research using Q1 2015 QCEW data and updated based on Q2 2015 reported growth and totals, and modified slightly by JobsEQ. Due to rounding, individual industry employ-

ment may not sum to industry group or overall job total.  |  Data Sources: U.S. Bureau of Labor Statistics Quarterly Census of Employment and Wages; JobsEQ; EMSI  |  Analysis: BW Research

EMPLOYMENT  
Q2 2015

PERCENT OF 
TOTAL SILICON 

VALLEY  
EMPLOYMENT

PERCENT CHANGE

2007-2015 2010-2015 2014-2015

TOTAL EMPLOYMENT 1,545,805 100.0% +12.0% +19.4% +4.3%

COMMUNITY INFRASTRUCTURE & SERVICES 764,237 50.4% +8.9% +16.3% +2.4%

HEALTHCARE & SOCIAL SERVICES1 146,866 9.7% +28.1% +17.9% +2.3%

RETAIL 134,564 9.0% +1.3% +9.5% +0.7%

ACCOMMODATION & FOOD SERVICES 125,248 8.2% +22.1% +25.8% +3.7%

EDUCATION1 118,558 7.9% +26.5% +23.6% +1.8%

CONSTRUCTION 67,838 4.2% -5.6% +38.0% +9.8%

LOCAL GOVT. ADMINISTRATION2 44,548 3.0% -23.6% +1.3% +1.2%

TRANSPORTATION 37,089 2.5% +4.1% +15.2% +0.4%

BANKING & FINANCIAL SERVICES 19,187 1.3% -7.2% +14.6% -1.2%

ARTS, ENTERTAINMENT & RECREATION 17,763 1.2% -2.0% -1.1% +2.0%

PERSONAL SERVICES 15,790 1.0% +30.8% +27.2% +3.8%

FEDERAL GOVT. ADMINISTRATION 11,075 0.7% -12.6% -32.3% +0.6%

NONPROFITS 10,053 0.7% -13.2% +0.3% -6.6%

INSURANCE SERVICES 8,692 0.6% -6.7% +13.1% -3.5%

STATE GOVT. ADMINISTRATION2 2,476 0.1% -26.3% -6.0% +16.2%

WAREHOUSING & STORAGE 2,556 0.1% +18.0% +10.6% +22.3%

UTILITIES1 1,933 0.1% -7.2% -29.0% +3.2%

INNOVATION AND INFORMATION PRODUCTS & SERVICES 388,220 24.6% +23.2% +24.5% +6.6%

COMPUTER HARDWARE DESIGN & MANUFACTURING 152,699 9.4% +40.4% +38.9% +9.9%

SEMICONDUCTORS & RELATED EQUIPMENT MANUFACTURING 48,460 3.4% -14.5% +1.7% -3.1%

INTERNET & INFORMATION SERVICES 51,314 3.0% +150.6% +107.4% +16.6%

TECHNICAL RESEARCH & DEVELOPMENT (INCLUDES LIFE SCIENCES) 34,204 2.2% +28.7% +3.5% +6.3%

SOFTWARE 28,542 1.9% +37.9% +28.8% +1.0%

TELECOMMUNICATIONS MANUFACTURING & SERVICES 17,670 1.4% -17.5% -8.4% -15.4%

INSTRUMENT MANUFACTURING (NAVIGATION, MEASURING & ELECTROMEDICAL) 17,344 1.0% -26.0% -7.3% +17.7%

PHARMACEUTICALS (LIFE SCIENCES) 13,339 0.8% +2.1% +4.9% +7.1%

OTHER MEDIA & BROADCASTING, INCLUDING PUBLISHING 7,960 0.5% -3.5% -8.7% +5.6%

MEDICAL DEVICES (LIFE SCIENCES) 7,127 0.5% +0.7% +12.8% +5.1%

BIOTECHNOLOGY (LIFE SCIENCES) 7,976 0.5% +30.0% +32.2% +19.1%

I.T. REPAIR SERVICES 1,586 0.1% -33.1% -40.9% -8.4%

BUSINESS INFRASTRUCTURE & SERVICES 252,660 16.5% +4.7% +15.4% +3.6%

WHOLESALE TRADE 60,465 4.1% -3.6% +5.6% +0.4%

PERSONNEL & ACCOUNTING SERVICES 31,476 2.1% -17.7% -7.8% +2.3%

ADMINISTRATIVE SERVICES 28,863 1.8% +11.1% +44.2% +5.8%

FACILITIES 26,552 1.8% +8.2% +12.5% +2.4%

TECHNICAL & MANAGEMENT CONSULTING SERVICES 22,298 1.6% +16.7% +11.7% -3.3%

MANAGEMENT OFFICES 24,942 1.5% +53.4% +58.6% +12.8%

DESIGN,  ARCHITECTURE & ENGINEERING SERVICES 19,210 1.2% +3.5% +15.8% +3.9%

GOODS MOVEMENT 12,837 0.8% +7.5% +29.0% +2.4%

LEGAL 10,644 0.7% -4.6% +8.9% +3.6%

INVESTMENT & EMPLOYER INSURANCE SERVICES 12,060 0.7% +30.7% +28.2% +18.1%

MARKETING, ADVERTISING & PUBLIC RELATIONS 3,313 0.2% -7.6% +32.1% +8.4%

OTHER MANUFACTURING 56,873 3.7% -17.8% -2.2% +5.1%

PRIMARY & FABRICATED METAL MANUFACTURING 14,841 0.9% -8.1% +2.6% +6.9%

MACHINERY & RELATED EQUIPMENT MANUFACTURING 12,570 0.8% -9.2% +14.7% +6.3%

OTHER MANUFACTURING 10,057 0.6% +3.7% +14.4% +6.4%

TRANSPORTATION MANUFACTURING INCLUDING AEROSPACE & DEFENSE 8,111 0.6% -6.4% -29.8% -1.5%

FOOD & BEVERAGE MANUFACTURING 7,777 0.5% -51.2% -8.5% +7.0%

TEXTILES, APPAREL, WOOD & FURNITURE MANUFACTURING 3,136 0.2% -18.1% +7.9% +0.7%

PETROLEUM AND CHEMICAL MANUFACTURING (NOT IN LIFE SCIENCES) 380 0.0% -64.7% -60.1% +11.2%

OTHER 83,815 4.9% +55.6% +72.9% +14.8%
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AREA
Land Area includes Santa Clara and San Mateo counties, Fremont, Newark, 
Union City, and Scotts Valley. Land Area data (except for Scotts Valley) is from 
the U.S. Census Bureau: State and County QuickFacts. Land area is based on cur-
rent information in the TIGER® database, calculated for use with Census 2010. 
Scotts Valley data is from the Scotts Valley Chamber of Commerce.

POPULATION
Data for the Silicon Valley population comes from the E-I: City/County 
Population Estimates with Annual Percent Change report by the California 
Department of Finance and are for Silicon Valley cities. Population estimates are 
for January 2015.

JOBS
The total number of jobs in the city-defined Silicon Valley region for Q2 of 
2015 was estimated by BW Research using Q1 2014 United States Bureau of 
Labor Statistics Quarterly Census of Employment and Wages data and Q2 
2015 reported growth, modified slightly by Chmura Economics & Analytics 
JobsEQ platform, which removes suppressions and reorganizes public sector 
employment.

AVERAGE ANNUAL EARNINGS
Average Annual Earnings for Silicon Valley was calculated by BW Research 
using data from the United States Bureau of Labor Statistics Quarterly Census 
of Employment and Wages, and modified slightly by JobsEQ & EMSI (which 
removes suppressions and reorganizes public sector employment). Data for 
Silicon Valley includes San Mateo and Santa Clara Counties, and the Cities of 
Fremont, Newark, Scotts Valley, and Union City. Earnings include wages and 
supplements.

FOREIGN IMMIGRATION AND DOMESTIC 
MIGRATION
Data are from the California Department of Finance E-2: California County 
Population Estimates and Components of Change July 1, 1990-2000, E-2: 
California County Population Estimates and Components of Change by 
Year - July 1, 2000-2010, and E-6: Population Estimates and Components of 
Change by County - July 1, 2010-2013 and July 1, 2010-2015, and are for San 

TALENT FLOWS AND DIVERSITY

Components of Population Change; Population Change; 

Net Migration Flows

Data are from the California Department of Finance E-2: California County 
Population Estimates and Components of Change July 1, 1990-2000, E-2: 

PEOPLE

PROFILE OF SILICON VALLEY

Mateo and Santa Clara Counties. The July 1, 2010-2015 population estimates 
include revised July 1, 2011, July 1, 2012, July 1, 2013, and July 1, 2014 esti-
mates. Estimates for 2015 are preliminary. Data for the years 2000-2010 are 
based on revised estimates released in December 2011. Net migration includes 
all legal and unauthorized foreign immigrants, residents who left the state to 
live abroad, and the balance of hundreds of thousands of people moving to 
and from California from within the United States.

ADULT EDUCATIONAL ATTAINMENT
Data for adult educational attainment are for Santa Clara and San Mateo coun-
ties and are derived from the United States Census Bureau, 2014 American 
Community Survey, 1-Year Estimates. Data reflects the educational attainment 
of the population 25 years and over. Percentages may not add up to 100% due 
to rounding.

AGE DISTRIBUTION
Data are for Santa Clara and San Mateo Counties and are derived from the 
United States Census Bureau, 2014 American Community Survey, 1-year esti-
mates. Percentages may not add up to 100% due to rounding.

ETHNIC COMPOSITION
Data are for Santa Clara and San Mateo Counties and are derived from the 
United States Census Bureau, 2014 American Community Survey, 1-year esti-
mates. Multiple and Other includes Native Hawaiian and Other Pacific Islander 
Alone, Some Other Race Alone, American Indian and Alaska Native alone, and 
Two or More Races. Percentages may not add up to 100% due to rounding. 
White, Asian, and Black or African-American are non-Hispanic.

FOREIGN BORN
Data are for Santa Clara and San Mateo Counties and are derived from the 
United States Census Bureau, 2014 American Community Survey, 1-year esti-
mates. The Foreign Born Population excludes those who were born at sea. Data 
for China includes Taiwan. Oceania includes American Samoa, Australia, Cook 
Islands, Fiji, French Polynesia, Guam, Kiribati, Marshall Islands, Federated States 
of Micronesia, Nauru, New Caledonia, New Zealand, Northern Mariana Islands, 
Palau, Papua New Guinea, Samoa, Solomon Islands, Tonga, Tuvalu, Vanuatu, 
Wallis and Futuna. Percentages may not add up to 100% due to rounding.

California County Population Estimates and Components of Change by 
Year - July 1, 2000-2010, and E-6: Population Estimates and Components of 
Change by County - July 1, 2010-2013 and July 1, 2010-2015, and are for San 
Mateo and Santa Clara Counties. The July 1, 2010-2015 population estimates 
include revised July 1, 2011, July 1, 2012, July 1, 2013, and July 1, 2014 esti-
mates. Estimates for 2015 are preliminary. Data for the years 2000-2010 are 
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EMPLOYMENT

Number of Silicon Valley Jobs with Percent Change over 

Prior Year

Data includes average annual employment estimates as of the second quarter 
for years 2007 through 2015 from the United States Bureau of Labor Statistics 
Quarterly Census of Employment and Wages, and includes the entire city-
defined Silicon Valley region. Data for Q2 of 2015 was estimated at the industry 
level by BW Research using Q1 2015 QCEW data and updated based on Q2 
2015 reported growth and totals, and modified slightly by Chmura Economics 
& Analytics JobsEQ platform, which removes suppressions and reorganizes 
public sector employment. Data for 2001 through 2014 were modified slightly 
by EMSI (Economic Modeling Specialists Intl.).

ECONOMY

Relative Job Growth

Data is from the United States Bureau of Labor Statistics, Quarterly Census 
of Employment and Wages for Q2 2007, Q2 2010, Q2 2014 and Q2 2015. The 
total number of jobs for Q2 of 2015 was estimated by BW Research using Q1 
2015 United States Bureau of Labor Statistics Quarterly Census of Employment 
and Wages data and Q2 2015 reported growth, modified slightly by Chmura 
Economics & Analytics JobsEQ platform, which removes suppressions and 
reorganizes public sector employment. Data for 2007, 2010, and 2014 were 
modified slightly by EMSI (Economic Modeling Specialists Intl.).

based on revised estimates released in December 2011. Net migration includes 
all legal and unauthorized foreign immigrants, residents who left the state to 
live abroad, and the balance of hundreds of thousands of people moving to 
and from California from within the United States.

Age Distribution

Data are from the United States Census Bureau, 2014 American Community 
Survey, 1-Year Estimates. Silicon Valley data are for Santa Clara and San Mateo 
Counties.

Births

Data are from the California Department of Finance E-2: California County 
Population Estimates and Components of Change by Year - July 1, 2000-2010 
and E-6: Population Estimates and Components of Change by County - July 
1, 2010-2013 and July 1, 2010-2015. Silicon Valley data are for San Mateo and 
Santa Clara Counties. The July 1, 2010-2015 estimates include revised July 1, 
2011, July 1, 2012, July 1, 2013, and July 1, 2014 estimates. Estimates for 2015 
are preliminary. Data for the years 2000-2010 are based on revised estimates 
released in December 2011. 

Percentage of Adults, by Educational Attainment; 

Percentage of Adults with a Bachelor’s Degree or Higher by 

Race/Ethnicity

Data for adult educational attainment are for Santa Clara and San Mateo 
Counties and are derived from the United States Census Bureau, 2006, 2010, 
and 2014 American Community Survey, 1-Year Estimates. Data reflects the 
educational attainment of the population 25 years and over. Educational 
Attainment by Race/Ethnicity reflects adults whose highest degree received 
was either a bachelor’s degree or a graduate degree. Multiple and Other 
includes Two or More Races, Some Other Race Alone, Native Hawaiian and 
Other Pacific Islander Alone, and American Indian and Alaska Native Alone. 
Data for Native Hawaiian and Other Pacific Islander Alone was not available for 
Santa Clara County, or for San Mateo County in 2006. Data for American Indian 
and Alaska Native Alone was not available for San Mateo County.

PEOPLE continued

Total Science and Engineering Degrees Conferred

State and regional data for 1995-2014 are from the National Center for 
Education Statistics. Regional data for the Silicon Valley includes the follow-
ing post-secondary institutions: Menlo College, Cogswell Polytechnic College, 
University of San Francisco, University of California (Berkeley, Davis, Santa Cruz, 
San Francisco), Santa Clara University, San Jose State University, San Francisco 
State University, Stanford University, Golden Gate University, and University of 
Phoenix - Bay Area Campus. The academic disciplines include: computer and 
information sciences, engineering, engineering-related technologies, biological 
sciences/life sciences, mathematics, physical sciences and science technologies. 
Data were analyzed based on 1st major and level of degree (bachelor’s, master’s 
or doctorate).

Foreign Born Share of the Total Population; Foreign Born 

Share of Employed Residents Over Age 16, by Occupational 

Category 

Data for the Percentage of the Total Population Who Area Foreign Born are from 
the United States Census Bureau, 2014 American Community Survey, 1-year 
Estimates. Silicon Valley includes Santa Clara and San Mateo Counties. Data for 
the Foreign Born Share of Employed Residents Over Age 16, by Occupational 
Category are from the United States Census Bureau, 2014 American 
Community Survey Public Use Microdata, and include Santa Clara and San 
Mateo Counties. Foreign born residents do not include those who were Born 
Abroad of American Parent(s). Estimates for the foreign born share include 
employed residents over age 16 only.

Languages Other Than English Spoken at Home; Languages 

Spoken at Home, by Share of the Population 5-Years and 

Over

Data for Silicon Valley include Santa Clara and San Mateo Counties, and are 
from the United States Census Bureau, 2014 American Community Survey, 
1-Year Estimates, for the population five years and over. French includes Patois, 
Creole, and Cajun. Spanish includes Spanish Creole. German includes other 
West Germanic languages.
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Silicon Valley Major Areas of Economic Activity; Silicon 

Valley Employment Growth by Major Areas of Economic 

Activity

Data includes average annual employment estimates as of the second 
quarter for years 2007 through 2015 from the United States Bureau of Labor 
Statistics Quarterly Census of Employment and Wages, and includes the entire 
city-defined Silicon Valley region. Data for Q2 of 2015 was estimated at the 
industry level by BW Research using Q1 2015 QCEW data and updated based 
on Q2 2015 reported growth and totals, and modified slightly by Chmura 
Economics & Analytics JobsEQ platform, which removes suppressions and 
reorganizes public sector employment. Community Infrastructure & Services 
includes Healthcare & Social Services* (including state and local government 
jobs); Retail; Accommodation & Food Services; Education (including state 
and local government jobs); Construction; Local Government Administration; 
Transportation; Banking & Financial Services; Arts, Entertainment & Recreation; 
Personal Services; Federal Government Administration; Nonprofits; Insurance 
Services; State Government Administration; Warehousing & Storage; 
and Utilities (including state and local government jobs). Innovation and 
Information Products & Services includes Computer Hardware Design & 
Manufacturing; Semiconductors & related Equipment Manufacturing; Internet 
& Information Services; Technical Research & Development (Include Life 
Sciences); Software; Telecommunications Manufacturing & Services; Instrument 
Manufacturing (Navigation, Measuring & Electromedical); Pharmaceuticals (Life 
Sciences); Other Media & Broadcasting, including Publishing; Medical Devices 
(Life Sciences); Biotechnology (Life Sciences); and I.T. Repair Services. Business 
Infrastructure & Services includes Wholesale Trade; Personnel & Accounting 
Services; Administrative Services; Technical & Management Consulting 
Services; Facilities; Management Offices; Design, Architecture & Engineering 
Services; Goods Movement; Legal; Investment & Employer Insurance Services; 
and Marketing, Advertising & Public Relations. Other Manufacturing includes 
Primary & Fabricated Metal Manufacturing; Machinery & Related Equipment 
Manufacturing; Other Manufacturing; Transportation Manufacturing including 
Aerospace & Defense; Food & Beverage Manufacturing; Textiles, Apparel, Wood 
& Furniture Manufacturing; and Petroleum and Chemical Manufacturing (Not 
in Life Sciences). Data for 2007 through 2014 was modified slightly by EMSI 
(Economic Modeling Specialists Intl.), which removes suppressions and reorga-
nizes public sector employment.

Employment by Tier

Employment by Tier data are from the U.S. Bureau of Labor Statistics, Quarterly 
Census of Employment and Wages (QCEW) and modified slightly by JobsEQ & 
EMSI to remove suppressions and reorganize public sector employment. 2015 
data are estimates based on QCEW 2015 Q2 employment at the industry level 
using 2015 Q1 data, and updated based on 2014 Q2 reported growth and 
totals reported, and modified slightly by JobsEQ & EMSI. Occupational seg-
mentation into tiers has been recently adopted by the California Employment 
Development Department (EDD), and implemented over the last several years 
by BW Research for regional occupational analysis. Occupational segmenta-
tion allows for the in-depth examination of the quality and quantity of jobs in 
a given economy. This occupational segmentation technique delineates the 
majority of occupations into one of three tiers. Tier 1 Occupations include man-
agers (Chief Executives, Financial Managers, and Sales Managers), professional 

positions (Lawyers, Accountants, and Physicians) and highly-skilled technical 
occupations, such as Scientists, Computer Programmers, and Engineers, and 
are typically the highest-paying, highest-skilled occupations in the economy. 
Tier 2 Occupations include sales positions (Sales Representatives), teach-
ers, and librarians, office and administrative positions (Accounting Clerks 
and Secretaries), and manufacturing, operations, and production positions 
(Assemblers, Electricians, and Machinists). They have historically provided the 
majority of employment opportunities and may be referred to as middle-wage, 
middle-skill positions. Tier 3 Occupations include protective services (Security 
Guards), food service and retail positions (Waiters, Cooks, and Cashiers), build-
ing and grounds cleaning positions (Janitors), and personal care positions 
(Home Health Aides and Child Care Workers). These occupations typically rep-
resent lower-skilled service positions with lower wages that require little formal 
training and/or education. In 2014, median earnings (assuming a 40 hour work 
week for the entire year) were $58.48 per hour or approximately $121,638 per 
year for Tier 1 occupations, $25.81 per hour or approximately $53,685 per year 
for Tier 2 occupations, and $12.80 per hour or approximately $26,624 per year 
for Tier 3 occupations.

Monthly Unemployment Rate

Monthly unemployment rates are calculated using employment and labor force 
data from the Bureau of Labor Statistics, Current Population Statistics (CPS) and 
the Local Area Unemployment Statistics (LAUS). Data is not seasonally adjusted. 
Santa Clara County, San Mateo County, San Francisco and California data for 
November 2015 are Preliminary. 

Unemployed Residents’ Share of the Working Age 

Population

Data is for Santa Clara and San Mateo Counties, and is from the U.S. Census 
Bureau, American Community Survey, 1-Year Estimates for 2008, 2010, 2012, 
and 2014. The data counts the number of unemployed persons, as well esti-
mates the total population in each racial/ethnic category for residents 16 years 
of age and older. Other includes the categories Some Other Race and Two or 
More Races. White is non-Hispanic or Latino. Data are limited to the household 
population and exclude the population living in institutions, college dormito-
ries, and other group quarters.

INCOME

Per Capita Personal Income

Per capita values are calculated using personal income data from the U.S. 
Department of Commerce, Bureau of Economic Analysis and population figures 
from the U.S. Census Bureau mid-year population estimates for 2010-2014 
available as of March 2015. Silicon Valley data are for Santa Clara and San Mateo 
Counties. Personal income estimates for 2001 forward reflect the results of the 
comprehensive revision to the national income and product accounts (NIPAs) 
released in July 2013, which creates a temporary break in BEA’s time series for 
earlier years. All per capita income values have been inflation-adjusted and are 
reported in 2014 dollars, using the Bay Area consumer price index for all urban 
consumers from the Bureau of Labor Statistics for the Silicon Valley and San 
Francisco data, the California consumer price index for all urban consumers 
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from the California Department of Finance for California data, and the U.S. 
city average consumer price index for all urban consumers from the Bureau of 
Labor Statistics for U.S. data. 

Per Capita Income by Race & Ethnicity; Percent Change in 

Inflation-Adjusted Per Capita Income

Data for per Capita Income are from the United States Census Bureau 
2006-2014 American Community Surveys. All income values have been infla-
tion-adjusted and are reported in 2014 dollars, using the Bay Area consumer 
price index for all urban consumers from the Bureau of Labor Statistics for the 
Silicon Valley and San Francisco data, the California consumer price index for all 
urban consumers from the California Department of Finance for California data, 
and the U.S. city average consumer price index for all urban consumers from 
the Bureau of Labor Statistics for U.S. data. Silicon Valley data includes Santa 
Clara and San Mateo Counties. Per capita income is the mean money income 
received computed for every man, woman, and child in a geographic area. It 
is derived by dividing the total income of all people 15 years old and over in a 
geographic area by the total population in that area. Income is not collected 
for people under 15 years old even though these people are included in the 
denominator of per capita income. This measure is rounded to the nearest 
whole dollar. Money income includes amounts reported separately for wage or 
salary income; net self-employment income; interest, dividends, or net rental 
or royalty income or income from estates and trusts; Social Security or Railroad 
Retirement income; Supplemental Security Income (SSI); public assistance or 
welfare payments; retirement, survivor, or disability pensions; and all other 
income. Population data used to compute per capita values are from the 
United States Census Bureau, 2006-2014 American Community Survey 1-Year 
Estimates. Multiple & Other includes Native Hawaiian & Other Pacific Islander 
Alone, American Indian & Alaska Native Alone, Some Other Race Alone and Two 
or More Races; White, Asian, Black or African American, Multiple & Other are 
non-Hispanic.

Median Household Income; Percent Change in Inflation-

Adjusted Median Household Income

Data for Median Household Income are from the U.S. Census Bureau 2000-2014 
American Community Surveys. All income values have been inflation-adjusted 
and are reported in 2014 dollars, using the Bay Area consumer price index for 
all urban consumers from the Bureau of Labor Statistics for the Silicon Valley 
and San Francisco data, the California consumer price index for all urban con-
sumers from the California Department of Finance for California data, and the 
U.S. city average consumer price index for all urban consumers from the Bureau 
of Labor Statistics for U.S. data. . Silicon Valley data includes Santa Clara and San 
Mateo Counties. Median household income for Silicon Valley was estimated 
using a weighted average based on the county population figures from the 
California Department of Finance “E-4 Population Estimates for Cities, Counties, 
and the State, 2011–2015, with 2010 Census Benchmark,” “E-4 Revised Historical 
City, County and State Population Estimates, 1991-2000, with 1990 and 2000 
Census Counts,” and “E-4 Population Estimates for Cities, Counties, and the 
State, 2001–2010, with 2000 & 2010 Census Counts.”

Average Wages

Average wages are from the U.S. Bureau of Labor Statistics, QCEW data modi-
fied slightly by Chmura Economics & Analytics JobsEQ platform to take into 
account yearly changes in methodology and occupational classifications. 
Average wage data for San Mateo County exhibited an abnormally large 
increase between 2011 and 2012, which may be reflective of methodologi-
cal changes in data collection. Wages have been inflation-adjusted and are 
reported in 2015 dollars, using the Bay Area consumer price index for all urban 
consumers from the Bureau of Labor Statistics, 2015 estimate based on first half 
data for the Bay Area data, and the California consumer price index for all urban 
consumers from the California Department of Finance May Revision Forecast 
(April 2015) for California data. Data for 2001 through 2014 were modified 
slightly by EMSI (Economic Modeling Specialists Intl.).

Median Wages for Various Occupational Categories

Data are from the California Employment Development Department, 
Employment and Wages by Occupation, 2010-2015, for the San Jose-
Sunnyvale-Santa Clara Metropolitan Statistical Area (MSA), including Santa 
Clara and San Benito Counties, and the San Francisco-San Mateo-Redwood 
City MSA, including Marin, San Francisco, and San Mateo Counties. Wages 
have been inflation-adjusted and are reported in 2015 dollars, using the 
Bay Area consumer price index for all urban consumers from the Bureau 
of Labor Statistics, 2015 estimate based on first half data for the Silicon 
Valley and San Francisco data, the California consumer price index for all 
urban consumers from the California Department of Finance May Revision 
Forecast (April 2015) for California data. Management, Business, Science and 
Arts Occupations include Management; Business and Financial Operations; 
Computer and Mathematical; Architecture and Engineering; Life, Physical, and 
Social Science; Community and Social Services; Legal; Education, Training, 
and Library; Arts, Design, Entertainment, Sports, and Media; and Healthcare 
Practitioners and Technical Occupations. Service Occupations include 
Healthcare Support; Protective Services; Food Preparation and Serving-Related; 
Building and Grounds Cleaning and Maintenance; and Personal Care and 
Service Occupations. Sales and Office Occupations include Sales and Related; 
and Office and Administrative Support Occupations. Natural Resources, 
Construction and Maintenance Occupations include Farming, Fishing and 
Forestry; Construction and Extraction; and Installation, Maintenance and Repair 
Occupations. Production, Transportation and Material Moving Occupations 
include Production; and Transportation and Material Moving Occupations.

Median Wages by Tier

Median Wages by Tier data are based on Occupational Employment Statistics 
from the U.S. Bureau of Labor Statistics, Quarterly Census of Employment 
and Wages (QCEW) and modified slightly by EMSI and JobsEQ county-level 
earnings by industry. 2015 data are estimates based on QCEW 2015 Q1 data. 
Occupational segmentation into tiers has been recently adopted by the 
California Employment Development Department (EDD), and implemented 
over the last several years by BW Research for regional occupational analysis. 
Occupational segmentation allows for the in-depth examination of the quality 
and quantity of jobs in a given economy. This occupational segmentation 
technique delineates the majority of occupations into one of three tiers. Tier 
1 Occupations include managers (Chief Executives, Financial Managers, and 
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Sales Managers), professional positions (Lawyers, Accountants, and Physicians) 
and highly-skilled technical occupations, such as Scientists, Computer 
Programmers, and Engineers, and are typically the highest-paying, highest-
skilled occupations in the economy. Tier 2 Occupations include sales positions 
(Sales Representatives), teachers, and librarians, office and administrative 
positions (Accounting Clerks and Secretaries), and manufacturing, operations, 
and production positions (Assemblers, Electricians, and Machinists). They have 
historically provided the majority of employment opportunities and may be 
referred to as middle-wage, middle-skill positions. Tier 3 Occupations include 
protective services (Security Guards), food service and retail positions (Waiters, 
Cooks, and Cashiers), building and grounds cleaning positions (Janitors), and 
personal care positions (Home Health Aides and Child Care Workers). These 
occupations typically represent lower-skilled service positions with lower 
wages that require little formal training and/or education.

Poverty Status; Share of Children Living in Poverty

Data for the percentage of the population living in poverty are from the United 
States Census Bureau, American Community Survey 1-year estimates. Silicon 
Valley data include San Mateo and Santa Clara Counties. Data for the share of 
children living in poverty include the population under age 18. Following the 
Office of Management and Budget’s (OMB’s) Directive 14, the Census Bureau 
uses a set of money income thresholds that vary by family size and composi-
tion to determine who is in poverty. If the total income for a family or unrelated 
individual falls below the relevant poverty threshold (e.g., household income 
of $23,850 for a family of four in 2014 within the 48 contiguous states and the 
District of Columbia), then the family (and every individual in it) or unrelated 
individual is considered in poverty. 

Self-Sufficiency

Data is from the Self-Sufficiency Standard for California for 2012, from the 
Center for Women’s Welfare at the University of Washington School of Social 
Work. Silicon Valley data represents an average of the values of Santa Clara 
and San Mateo Counties. Developed by Dr. Diana Pearce, the Self-Sufficiency 
Standard defines the amount of income necessary  to meet basic needs (includ-
ing taxes) without public subsidies (e.g., public housing, food stamps, Medicaid 
or child care) and without private/informal assistance (e.g., free babysitting by 
a relative or friend, food provided by churches or local food banks, or shared 
housing). The family types for which a Standard is calculated range from one 
adult with no children, to one adult with one infant, one adult with one pre-
schooler, and so forth, up to two-adult families with three teenagers. 

Distribution of Households by Income Ranges

Data for Distribution of Income and Housing Dynamics are from the U.S. Census 
Bureau 2014 American Community Survey, 1-Year Estimates. Income ranges 
are based on nominal values. Silicon Valley data includes Santa Clara and San 
Mateo Counties. Income is the sum of the amounts reported separately for the 
following eight types of income: Wage or salary income; Net self-employment 
income; Interest, dividends, or net rental or royalty income from estates and 
trusts; Social Security or railroad retirement income; Supplemental Security 
Income; Public assistance or welfare payments; Retirement, survivor, or disabil-
ity pensions; and All other income.

Individual Median Income by Educational Attainment; 

Disparity in Median Income Between Highest and Lowest 

Educational Attainment Levels

Data for Median Income by Educational Attainment are from the U.S. Census 
Bureau 2006-2014 American Community Surveys, 1-Year Estimates, and 
include the population 25 years and over with earnings. All income values 
have been inflation-adjusted and are reported in 2014 dollars, using the Bay 
Area consumer price index for all urban consumers from the Bureau of Labor 
Statistics for the Silicon Valley and San Francisco data, the California consumer 
price index for all urban consumers from the California Department of Finance 
for California data, and the U.S. city average consumer price index for all urban 
consumers from the Bureau of Labor Statistics for U.S. data. Silicon Valley 
data includes Santa Clara and San Mateo Counties. The 2008 value for those 
with a graduate or professional degree is for San Mateo County only because 
the Santa Clara County data reported median income in that category as 
$100,000+.

Average Wages for Full-Time Workers, by Gender; Gender-

Wage Disparity for Full-Time Workers

Data is from the United States Census Bureau, 2014 American Community 
Survey Public Use Microdata (PUMS), and includes all full-time (35 or more 
hours per week) workers over age 15 with earnings. Silicon Valley data includes 
Santa Clara and San Mateo Counties. 

Free or Reduced Price Meals

Data includes students ages 5-17 who have a primary or short-term enroll-
ment in the school on Fall Census Day. Free and Reduced Meal Program (FRMP) 
information is submitted by schools to the Department of Education in January. 
The 2014-15 data is from the October 2014 data collection, and is certified as 
of March 16, 2015. Data for 2012-13 was revised on June 30, 2014. Data files 
include public school enrollment and the number of students eligible for free 
or reduced price meal programs. Data for Silicon Valley include Santa Clara 
and San Mateo Counties. A child’s family income must fall below 130% of the 
federal poverty guidelines ($31,005 for a family of four in 2014-2015) to qualify 
for free meals, or below 185% of the federal poverty guidelines ($44,123 for a 
family of four in 2014-2015) to qualify for reduced-cost meals. Students may 
be eligible for free or reduced price meals based on applying for the National 
School Lunch Program (NSLP), or who are determined to meet the same 
income eligibility criteria as the NSLP through their local schools, or their home-
less, migrant, or foster status in CALPADS, or those students “directly certified” 
as participating in California’s food stamp program. Years presented are the 
final year of a school year (e.g., 2011-2012 is shown as 2012). In school year 
2012-2013, the California Department of Education changed its data collection 
methodology to utilize CALPADS (California Longitudinal Pupil Achievement 
Data System) student-level data rather than district-provided data. The Non 
Public Schools (NPS) and adult schools included in the CALPADS data were 
excluded from the analysis for consistency, because they were not included 
in past FRPM files. Because the 2012-2013 data had a large number of schools 
reporting enrollment and percent eligible but not eligible student counts, 
counts were estimated by multiplying enrollment by the eligibility rate and 
rounding to the nearest whole number.
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INNOVATION & ENTREPRENEURSHIP

Value Added; Percent Change in Value Added Per Employee

Value added per employee is calculated as regional gross domestic product 
(GDP) divided by the total employment. GDP estimates the market value of 
all final goods and services. GDP and employment data are from Moody’s 
Economy.com estimates using historical data through 2014 and forecasts 
updated on 10/5/2015 (U.S. data), 10/12/2015 (California data) and 10/27/2015 
(Silicon Valley and San Francisco). All GDP values ...have been inflation-adjusted 
and are reported in 2015 dollars, using the Bay Area consumer price index for 
all urban consumers from the Bureau of Labor Statistics, 2015 estimate based 
on first half data for the Silicon Valley and San Francisco data, the California 
consumer price index for all urban consumers from the California Department 
of Finance May Revision Forecast (April 2015) for California data, and the U.S. 
city average consumer price index for all urban consumers from the Bureau 
of Labor Statistics for U.S. data. Silicon Valley data include Santa Clara and San 
Mateo Counties.

Patent Registrations; Patents Granted per 100,000 People; 

Patent Registrations by Technology Area

Patent data is provided by the United States Patent and Trademark Office 
and consists of Utility patents granted by inventor. Geographic designation 
is given by the location of the first inventor named on the patent application. 
Silicon Valley patents include only those filed by residents of Silicon Valley. 
Other Includes: Teaching & Amusement Devices, Transportation/Vehicles, 
Motors, Engines and Pumps, Dispensing & Material Handling, Food, Plant & 
Animal Husbandry, Furniture & Receptacles, Apparel, Textiles & Fastenings, 
Body Adornment, Nuclear Technology, Ammunition & Weapons, Earth 
Working and Agricultural Machinery, Machine Elements or Mechanisms, and 
Superconducting Technology. The technology area categorization method was 
slightly modified in 2012, resulting in minor changes to the proportion of pat-
ents in each technology area relative to previous years. Population estimates 
used to calculate the number of patents granted per 100,000 people were from 
the California Department of Finance, E-1: City/County Population Estimates 
with Annual Percent Change.

Venture Capital Investment; Venture Capital by Industry; 

Top Venture Capital Deals of 2015

Data are provided by The MoneyTree™ Report from PricewaterhouseCoopers 
and the National Venture Capital Association based on data from Thomson 
Reuters. Only investments in firms located within the city-defined Silicon 
Valley region are included. Other includes Healthcare Services, Electronics/
Instrumentation, Financial Services, Business Products & Services, Other and 
Retailing/Distribution. All values have been inflation-adjusted and are reported 
in 2015 dollars, using the Bay Area consumer price index for all urban consum-
ers from the Bureau of Labor Statistics, 2015 estimate based on first half data 
for the Silicon Valley and San Francisco data, the California consumer price 
index for all urban consumers from the California Department of Finance May 
Revision Forecast (April 2015) for California data, and the U.S. city average con-
sumer price index for all urban consumers from the Bureau of Labor Statistics 
for U.S. data.

Angel Investment; Angel Investment, by Stage

Data is from CB Insights, and includes the entire city-defined Silicon Valley 
region, San Francisco, and California. The analysis includes disclosed financ-
ing data for both Seed Stage and Series A+ investments in which one or more 
Angel investor(s) participated. Investment amounts have been inflation-
adjusted and are reported in 2015 dollars, using the Bay Area consumer price 
index for all urban consumers from the Bureau of Labor Statistics, 2015 esti-
mate based on first half data for the Silicon Valley and San Francisco data, and 
the California consumer price index for all urban consumers from the California 
Department of Finance May Revision Forecast (April 2015) for California data.

Initial Public Offerings

Data is from Renaissance Capital. Locations are based on the corporate address 
provided to Renaissance Capital. Silicon Valley includes the city-defined region. 
Rest of California includes all of the state except Silicon Valley for 2007-2012, 
and all of the state except Silicon Valley and San Francisco for 2013-2015.

Mergers & Acquisitions; Percentage of Merger & Acquisition 

Deals, by Participation Type

Data provided by FactSet Research Systems, Inc. Data are based on M&A 
Activity in Joint Venture’s zip code-defined region of Silicon Valley. Transactions 
include full acquisitions, majority stakes, minority stakes, club-deals and 
spinoffs. 

Relative Growth of Firms Without Employees; Firms 

Without Employees in 2013; Percentage of Nonemployers 

by Industry, 2013

Data for firms without employees are from the U.S. Census Bureau, which uses 
the term ‘nonemployers’. The Census defines nonemployers as a business that 
has no paid employees, has annual business receipts of $1,000 or more ($1 or 
more in the construction industries), and is subject to federal income taxes. 
Most nonemployers are self-employed individuals operating very small unin-
corporated businesses, which may or may not be the owner’s principal source 
of income. Silicon Valley data include Santa Clara and San Mateo Counties. The 
2009 nonemployer data was reissued August 15, 2012.

COMMERCIAL SPACE

Commercial Space; Commercial Vacancy; Commercial 

Rents; New Commercial Development

Data is from Colliers International, and represents the end of each annual 
period unless otherwise noted. Commercial space includes Office, R&D, 
Industrial and Warehouse space. For San Mateo County data, Industrial 
includes Warehouse. Santa Clara County data for Commercial Rents and New 
Commercial Development include Fremont. The vacancy rate is the amount of 
unoccupied space, and is calculated by dividing the direct and sublease vacant 
space by the building base. The vacancy rate does not include occupied spaces 
presently being offered on the market for sale or lease. The Change in Available 
Commercial Space is calculated as the change between Q3 and Q3 of the prior 
year. Average asking rents are weighted “Full Service” (all-inclusive) for Office 
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test includes Smarter Balanced Summative Assessments for English–language 
arts (ELA) and mathematics in grades 3 through 8 and grade 11, and scores are 
not reported. It does include Science assessments in grades 5, 8, and 10, which 
are reported here. Science assessments include the CAASPP science test results 
for students in eighth grade from the CST test only, not CAPA for science (which 
is for students with significant cognitive disabilities who are unable to take the 
CSTs even with accessibility supports and whose IEP indicates assessment with 
CAPA).

EARLY EDUCATION

Preschool Enrollment

Data for preschool enrollment is for San Mateo and Santa Clara Counties, 
California, and the United States. The data are from the United States Census 
Bureau, 2006-2014 American Community Surveys. Percentages were calculated 
from the number of children ages three and four that are enrolled in either 
public or private school, and the number that are not enrolled in school.

ARTS & CULTURE

Arts Donations; Consumer Expenditures; Cultural 

Participation; Solo Artists

Data are from the Americans for the Arts Local Index. Arts Donation data repre-
sents the share of all households that donate to arts and culture organizations, 
including public broadcasting. 2011 data were collected in 2009-2011, and 
2014 data were collected in 2012-2014 by Scarborough Research. Consumer 
Expenditure data represents a per capita estimate of dollars to be spent in 2015 
by county residents on admissions to entertainment venues – theatres, concert 
halls, clubs, arenas, outdoor amphitheaters, and stadiums. These estimates 
combine the most recent Consumer Expenditure Survey data with an annual 
modeling of spending patterns. Cultural participation data were collected 
between 2012 and 2014, and represents an average percentage. All indica-
tors are for adults age 18 or over. Arts participation includes playing a musical 
instrument, attending popular entertainment (country music, R & B, hip-hop, 
and rock and roll performances, comedy and other ‘stage’ performances) and 
live performing arts (theatre, dance, symphony, opera), visiting art museums 
and zoos, purchasing music media or video online, and attending movies. 
Live Entertainment includes music concerts or other stage performances. 
Live Performing Arts includes theatre, dance, symphony, and opera. Recorded 
media include music, videocassettes and DVDs. Solo Artists are identified as 
solo artists by non-employer establishments in four-digit NAICS code 7115, 
which describes “Independent artists, writers, and performers.” Nationally, there 
were 740,000 such solo artists in 2013.

SOCIETY

PREPARING FOR ECONOMIC SUCCESS

High School Graduation and Dropout Rates; High School 

Graduation Rates; Share of Graduates Who Meet UC/CSU 

Entrance Requirements

Students meeting UC/CSU requirements includes all 12th grade gradu-
ates completing all courses required for University and/or California State 
University entrance. Ethnicities were determined by the California Department 
of Education. Any student ethnicity pools containing 10 or fewer students 
were excluded in order to protect student privacy. Multi/None includes 
both students of two or more races, and those who did not report their race. 
White, African-American and Filipino are Not-Hispanic or Latino. Silicon Valley 
includes all students attending public high school in San Mateo and Santa 
Clara Counties, as well as those in Scotts Valley Unified School District, New 
Haven School District, Fremont Unified School District and Newark Unified 
School District. Dropout and graduation rates are four-year adjusted rates. The 
adjusted rates are derived from the number of cohort members who earned a 
regular high school diploma (or dropped out) by the end of year 4 in the cohort 
divided by the number of first-time grade 9 students in year 1 (starting cohort) 
plus students who transfer in, minus students who transfer out, emigrate, or die 
during school years 1, 2, 3, and 4. Years presented are the final year of a school 
year (e.g., 2011-2012 is shown as 2012). 

Math and Science Scores

Data are from the California Department of Education, California Standards 
Tests (CST) Research Files for San Mateo and Santa Clara Counties, and 
California. In 2003, the CST replaced the Stanford Achievement Test, ninth 
edition (SAT/9). The CSTs in English–language arts, mathematics, science, and 
history–social science were administered only to students in California public 
schools. Except for a writing component that was administered as part of the 
grade four and grade seven English–language arts tests, all questions were 
multiple-choice. These tests were developed specifically to assess students’ 
knowledge of the California content standards. The State Board of Education 
adopted these standards, which specify what all children in California are 
expected to know and be able to do in each grade or course. Through the 
2012-13 school year, the Algebra I CSTs were required for students who were 
enrolled in the grade/course at the time of testing or who had completed a 
course during the school year, including during the previous summer. In order 
to protect student confidentiality, no scores were reported in the CST research 
files for any group of ten or fewer students. The following types of scores are 
reported by grade level and content area for each school, district, county, 
and the state: % Advanced, % Proficient, % Basic, % Below Basic, and % Far 
Below Basic, and are rounded to the nearest ones place. On July 1, 2014, the 
Standardized Testing and Reporting (STAR) Program was replaced by CAASPP, 
the California Assessment of Student Performance and Progress. The CAASP, 

space, and NNN (triple net lease structure, where the tenant pays expenses) for 
R&D, Industrial and Warehouse. Net absorption is the change in occupied space 
during a given time period. Average asking rents have been inflation-adjusted 

and are reported in 2015 dollars, using the Bay Area consumer price index for 
all urban consumers from the Bureau of Labor Statistics, 2015 estimate based 
on first half data. 2015 data is through Q3. 2006 data for average asking rents 
for San Mateo County Industrial and R&D are based on Q3-4.
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SAFETY

Violent Crimes; Breakdown of Violent Crimes

Data is from the California Department of Justice, Office of the Attorney 
General, Interactive Crime Statistics. Violent Crimes include homicide, forcible 
rape, robbery and aggravated assault. Data for Silicon Valley includes the city-
defined Silicon Valley region. Population data is from the California Department 
of Finance’s “E-4 Population Estimates for Cities, Counties, and the State, 
2011–2015, with 2010 Census Benchmark,” and “E-4 Population Estimates for 
Cities, Counties, and the State, 2001–2010, with 2000 & 2010 Census Counts.”

Felony Offenses

Data is from the California Department of Justice, Office of the Attorney 
General, Interactive Crime Statistics. Data for Silicon Valley includes San Mateo 
and Santa Clara Counties. Population data is from United States Census Bureau, 
2007-2014 American Community Surveys, 1-Year Estimates. Felony offenses 
include Violent, Property Offenses, Drug Offenses, Sex Offenses, Weapons, 
Driving Under the Influence, Hit and Run, Escape, Bookmaking, Manslaughter 
Vehicular, and Other Felonies.

Public Safety Officers; Change in the Total Number of 

Silicon Valley Public Safety Officers

All data are from the California Commission on Peace Officer Standards and 
Training. The total number of Public Safety Officers accounts for all sworn full-
time and reserve personnel, which may include (but is not limited to) Police 
Chiefs, Deputy Chiefs, Commanders, Corporals, Lieutenants, Sergeants, Police 
Officers, Detectives, Detention Officers/Supervisors, Sheriffs, Undersheriffs, 
Captains, and Assistant Sheriffs; it does not include Community Service Officers 
or other non-sworn (civilian) police department personnel. All city, county and 
school district departments in Silicon Valley are included. Data does not include 
California Highway Patrol officers. 2013 data was as of July 8, 2013. 2014 data 
was as of July 1, 2014. 2015 data was as of July 1, 2015.

QUALITY OF HEALTH

Share of the Population Ages 18-64 with Health Insurance 

Coverage; Percentage of Individuals with Health Insurance, 

by Age & Employment Status; Change in the Percentage of 

Individuals with Health Insurance by Age and Employment 

Status

Data for those with health insurance are from the U.S. Census Bureau, American 
Community Survey, 1-Year Estimates for the civilian non-institutionalized popu-
lation. Silicon Valley data includes Santa Clara and San Mateo Counties. 

Adults Overweight or Obese

Silicon Valley data includes Santa Clara and San Mateo Counties. The California 
Health Interview Survey (CHIS) is conducted via telephone survey of more than 
20,000 Californians across 58 counties each year. The data includes adults 18 
years of age and older. Calculated using reported height and weight, a Body 
Mass Index (BMI) value of 25.0 - 29.99 is categorized as Overweight, and a BMI 
of 30.0 or greater is categorized as Obese. Starting in 2011, CHIS transitioned 
from a biennial survey model to a continuous survey model, which enables a 
more frequent (annual) release of data. 

Students Overweight or Obese

Data are from the California Department of Education, Physical Fitness Testing 
Research Files, and include all public school students in 5th, 7th and 9th 
grades in San Mateo and Santa Clara Counties, and California, who were tested 
through the Fitnessgram assessment. In the 2013-14 school year, the perfor-
mance standards changed for the Body Mass Index (BMI), one of the three 
body composition test options. The changes were made to better align with 
the well–established, health-related body fat standards from the Centers for 
Disease Control and Prevention (CDC). As a result, Body Composition scores 
from previous years should not be compared to 2013-14 and 2014-15 Body 
Composition scores.

HOUSING

Trends in Home Sales

Data are from Zillow Real Estate Research. Average Home Sale Prices are esti-
mates based on San Mateo and Santa Clara County median sale prices and total 
number of homes sold. Annual estimates for Silicon Valley and California are 
derived from monthly median sale prices. California data for number of homes 
sold is based on the 29 of 58 California counties for which Zillow has published 
data. Beginning with the June 2008 data, Zillow changed its methodology for 
calculating the number of homes sold. Estimates have been inflation-adjusted 
and are reported in 2015 dollars, using the Bay Area consumer price index for 
all urban consumers from the Bureau of Labor Statistics, 2015 estimate based 
on first half data for the Silicon Valley and San Francisco data, the California 
consumer price index for all urban consumers from the California Department 
of Finance May Revision Forecast (April 2015) for California data. Data are for 
single family residences, condos/co-ops, and are based on the closing date 

recorded on the county deed. All standard real estate transactions are included, 
including REO sales and auctions. Annual median sale prices and forecasted 
annual home sales for 2015 are based on monthly data through October. 

Housing Inventory

Data for Silicon Valley include Santa Clara and San Mateo Counties, and are 
from Zillow Real Estate Research. The Average Monthly For-Sale Inventory for 
2015 includes January through November only. Average Monthly For-Sale 
Inventory represents an annual average of the monthly averages of median 
weekly snapshots of for-sale homes.

Residential Building

Data is from the Construction Industry Research Board and California 
Homebuilding Foundation, and includes Santa Clara and San Mateo Counties. 
Data includes the number of single family and multi-family units included in 
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building permits issued between 1998 and 2015. The 2015 estimate is based on 
data through November.

Households

Data for average household size and number of households are from the 
United States Census Bureau, American Community Survey 1-Year Estimates. 
Data for residential units in building permits issued are from the Construction 
Industry Research Board and California Homebuilding Foundation. Silicon 
Valley data includes Santa Clara & San Mateo Counties. Additional Units Needed 
to Accommodate Population Growth are calculated as the Household Needed 
to Accommodate Growth minus the Number of Residential Units in Building 
Permits Issued. Households Needed to Accommodate Growth are calculated 
as the change in population (using data from the California Department of 
Finance, E-4 Population Estimates for January 1 of each year) divided by the 
average household size from the prior year (using data from the U.S. Census 
Bureau, American Community Survey 1-Year Estimates). The 2015 estimate of 
residential units in building permits issued is based on data through November.

Progress Toward Regional Housing Need Allocation (RHNA), 

by Affordability Level

Data are from the Association of Bay Area Governments (ABAG), and were 
compiled primarily from Annual Housing Element Progress Reports (APRs) filed 
by jurisdictions with the California Department of Housing and Community 
Development (HCD). In certain instances when APR data were not available but 
permitting information could be found through other sources, ABAG made use 
of the following data sources: Adopted and certified housing elements for the 
period between 2007 and 2014; Draft housing elements for the period between 
2014-2022; Permitting information sent to ABAG directly by local planning staff. 
Note that given that calendar year 2014 is in-between the 2007-14 and the 
2014-2022 RHNA cycles, HCD provides Bay Area jurisdictions with the option of 
counting the units they permitted in 2014 towards either the past (2007-2014) 
or the current (2014-2022) RHNA cycle. ABAG did not include 2014 permitting 
information for jurisdictions that requested that their 2014 permits be counted 
towards their 2014-2022 allocation. In Silicon Valley, those jurisdictions include 
Foster City, Portola Valley, Los Gatos, and San Jose. In the rest of the Bay Area, 
those jurisdictions include Emeryville, Pleasanton, Concord, Oakley, Contra 
Costa County, Mill Valley, Tiburon, Marin County, American Canyon, Calistoga, 
Benicia, and Petaluma. There was no data available for permits issued in 2013 
or 2014 for Albany. Data were available only for 2014 for Portola Valley, Half 
Moon Bay, and San Anselmo. The Regional Housing Need Allocation (RHNA) is 
the state-mandated process to identify the total number of housing units (by 
affordability level) that each jurisdiction must accommodate in its Housing 
Element. AMI stands for Area Median Income. Silicon Valley data include Santa 
Clara and San Mateo Counties, and the cities of Fremont, Union City, and 
Newark. Affordability levels indicated on the chart include Very Low Income 
(0-50% of the Area Median Income, AMI), Low Income (50-80% AMI), Moderate 
Income (80-120% AMI), and Above Moderate Income (120%+ AMI).

Building Affordable Housing

Data are from Joint Venture Silicon Valley’s annual land-use survey of all cities 
within Silicon Valley. There were 28 cities that participated in the affordable 

housing portion of the FY 2014-15 survey, including Belmont, Brisbane, 
Burlingame, Colma, Cupertino, East Palo Alto, Foster City, Fremont, Gilroy, 
Hillsborough, Los Gatos, Menlo Park, Millbrae, Milpitas, Monte Sereno, 
Mountain View, Newark, Palo Alto, Portola Valley, Redwood City, San Carlos, 
San Jose, San Mateo, Santa Clara, Santa Clara County, Saratoga, South San 
Francisco, Sunnyvale, and Union City. Most recent data are for fiscal year 2015 
(July 2014-June 2015). Affordable units are those units that are affordable for a 
four-person family earning up to 80 percent of the median income for a county. 
Cities use the U.S. Department of Housing and Urban Development’s (HUD) 
estimates of median income to calculate the number of units affordable to low-
income households in their jurisdiction.

Rental Affordability

Data for Median Rent List Price is from Zillow Real Estate Research (data down-
loaded November 11, 2015). The Zillow Rent Index is the median estimated 
monthly rental price for a given area, and covers single-family, condominium, 
and cooperative homes in Zillow’s database, regardless of whether they are 
currently listed for rent. It is expressed in dollars and is seasonally adjusted. 
The Zillow Rent Index is published where available at the national, state, metro 
(CBSA), county, city, ZIP code and neighborhood levels. Some data for specific 
rental types was not available for the full year of 2011, 2012 and/or 2013. Rental 
rates have been rounded to the nearest dollar and inflation-adjusted, and are 
reported in 2015 dollars, using the Bay Area consumer price index for all urban 
consumers from the Bureau of Labor Statistics, 2015 estimate based on first half 
data for the Silicon Valley and San Francisco data, the California consumer price 
index for all urban consumers from the California Department of Finance May 
Revision Forecast (April 2015) for California data, and the U.S. city average con-
sumer price index for all urban consumers from the Bureau of Labor Statistics 
for U.S. data. Silicon Valley Median Rent was estimated using a weighted aver-
age of Santa Clara and San Mateo County rental rates, using population data 
from the California Department of Finance, “Population Estimates for Cities, 
Counties, and the State, 2011-2015, with 2010 Benchmark”. Median Apartment 
Rental Rates include multifamily complexes with more than five units. United 
States average rental rates are the average of all states in the Zillow Research 
database. The average excludes data for some states, which were unavailable 
for certain years. The 2014 apartment rental rate average excludes Vermont 
(January - August); the 2013 average excludes Vermont (entire year) and Alaska 
(January - September); the 2012 average excludes Vermont, Alaska and West 
Virginia (entire year), Wyoming and Kansas (January - May); and the 2011 aver-
age excludes Vermont, Alaska, Wyoming, Montana, Idaho, West Virginia, New 
Jersey (entire year), Florida (January), Wisconsin (January - April), Minnesota, 
Colorado, New Mexico, and Iowa (January - August), Oklahoma and South 
Dakota (January - June), Rhode Island (January - July), and Delaware (January 
- November). The 2014 single family residence, condo/co-op average excludes 
Wyoming (January - May) and Maine (January - July); the 2013 average excludes 
Maine and Wyoming (entire year), and South Dakota (January - October); the 
2012 average excludes Maine, Wyoming, and South Dakota (entire year), and 
Texas (January - November); and the 2011 average excludes South Dakota, 
Montana, Texas, and Maine (entire year), Alaska, Nebraska, Florida, and Hawaii 
(January), Rhode Island (January - August), New Hampshire and Oregon 
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(January - June), Idaho (January - February), Iowa and Kansas (January - April), 
Colorado (January - March), and Michigan (January - October).

Percent of Households with Housing Costs Greater than 

35% of Income

Data for owners’ and renters’ housing costs are from the United States Census 
Bureau, 2002-2014 American Community Survey 1-Year Estimates. This indica-
tor measures the share of owners and renters spending 35% or more of their 
monthly household income on housing costs. Renter data are calculated 
percentages of gross rent to household income in the past 12 months. Owner 
data are calculated percentages of selected monthly owner costs to household 
income in the past 12 months. Owners data are solely based on housing units 
with a mortgage. According to the U.S. Department of Housing and Urban 
Development, housing costs greater than 30% of household income pose 
moderate to severe financial burdens.

Home Affordability

Data are from the California Association of Realtors’ (CAR) First-time Buyer 
Housing Affordability Index, which measures the percentage of households 
that can afford to purchase an entry-level home in California based on the 
median price of existing single family homes sold from CAR’s monthly exist-
ing home sales survey. Beginning in the first quarter of 2009, the Housing 
Affordability Index incorporates an effective interest rate that is based on the 
one-year, adjustable-rate mortgage from Freddie Mac’s Primary Mortgage 
Market Survey.

Multigenerational Households

Data are from the United States Census Bureau, American Community Survey 
Public Use Microdata (PUMS) for 2014. Silicon Valley includes Santa Clara and 
San Mateo Counties. Multigenerational households include those with three or 
more generations living together. 

TRANSPORTATION

Vehicle Miles of Travel per Capita and Gas Prices

Vehicle Miles Traveled (VMT) estimates the number of vehicle miles that 
motorists traveled on California roadways. Various roadway types are used 
to calculate VMT. Silicon Valley data include travel within Santa Clara and 
San Mateo Counties. Unlike earlier years, the 2014 Highway Performance 
Monitoring System (HPMS) data did not include functional class 7 (local roads) 
or data from federal agencies. This change was due to the migration of the 
2014 HPMS to a new Linear Referencing System (GIS layer). The California 
Department of Finance’s “E-4 Population Estimates for Cities, Counties, and the 
State, 2011–2014, with 2010 Census Benchmark” and “E-4 Population Estimates 
for Cities, Counties, and the State, 2001–2010, with 2000 & 2010 Census Counts” 
were used to compute per-capita values. Average annual gas prices are from 
the U.S. Energy Information Administration, and have been inflation-adjusted 
and are reported in 2014 dollars, using  the California consumer price index for 
all urban consumers from the California Department of Finance May Revision 
Forecast (April 2015).

Means of Commute

Data on the means of commute to work are from the United States Census 
Bureau, 2004 and 2014 American Community Surveys, 1-Year Estimates. Data 
are for workers 16 years old and over residing in Santa Clara and San Mateo 
Counties commuting to the geographic location at which workers carried 
out their occupational activities during the reference week whether or not 
the location was inside or outside the county limits. The data on employment 
status and journey to work relate to the reference week; that is, the calendar 
week preceding the date on which the respondents completed their question-
naires or were interviewed. This week is not the same for all respondents since 
the interviewing was conducted over a 12-month period. The occurrence of 
holidays during the relative reference week could affect the data on actual 
hours worked during the reference week, but probably had no effect on overall 
measurement of employment status. People who used different means of 
transportation on different days of the week were asked to specify the one they 
used most often, that is, the greatest number of days. People who used more 
than one means of transportation to get to work each day were asked to report 
the one used for the longest distance during the work trip. The categories, 
“Drove Alone” and “Carpool” include workers using a car (including company 
cars but excluding taxicabs), a truck of one-ton capacity or less, or a van. The 
category “Public Transportation,” includes workers who used a bus or trolley 
bus, streetcar or trolley car, subway or elevated, railroad, or ferryboat, even 
if each mode is not shown separately in the tabulation. The category “Other 
Means” includes taxicab, motorcycle, bicycle and other means that are not 
identified separately within the data distribution.

Annual Delay and Excess Fuel Consumption per Peak Hour 

Commuter; Number of Rush Hours per Day

Data is from the Texas A&M Transportation Institute, Urban Mobility 
Information. The Urban Mobility Scorecard data is based on actual travel 
speed, free-flow travel speed, vehicle volume, and vehicle occupancy. The 
methodology is available at http://d2dtl5nnlpfr0r.cloudfront.net/tti.tamu.edu/
documents/mobility-scorecard-2015-appx-a.pdf. The value of travel delay for 
2014 (estimated at $17.67 per hour of person travel and $94.04 per hour of 
truck time) and excess fuel consumption estimated using state average cost per 
gallon. Commuters include private vehicle owners only. The Number of Rush 
Hours represents the time when the road system might have congestion.

Commute Patterns; Change in the Number of Cross-County 

Commuters; Share of Commuters Who Cross County Lines, 

by County of Residence

Data for Commute Patterns are from the United States Census Bureau, 2013 
and 2014 American Community Survey, 1-Year Public Use Microdata Samples 
(PUMS) using the Place of Work PUMA and Employed Status Recode data for 
San Francisco, San Mateo, Santa Clara and Alameda Counties. Workers include 
civilian and Armed Forces residents over age 16 who were employed and at 
work in 2014. Cross-county commuters include are defined as those who do 
not work within their county of residence.
Transit Use; Change in Per Capita Transit Use
Estimates are the sum of annual ridership on the light rail and bus systems in 
Santa Clara and San Mateo Counties, and rides on Caltrain. Data are provided 
by Sam Trans, Santa Clara Valley Transportation Authority, Altamont Corridor 
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Express, and Caltrain. Data does not include paratransit, such as SamTrans’ 
Redi-Wheels program. The California Department of Finance’s “E-4 Population 
Estimates for Cities, Counties, and the State, 2011–2015, with 2010 Census 
Benchmark” and “E-4 Population Estimates for Cities, Counties, and the State, 
2001–2010, with 2000 & 2010 Census Counts” were used to compute per-capita 
values.

LAND USE

Residential Density

Data are from Joint Venture Silicon Valley’s annual land-use survey of all cities 
within Silicon Valley. Cities included in the FY 2014-15 Residential Density 
analysis are Belmont, Brisbane, Burlingame, Cupertino, East Palo Alto, Fremont, 
Gilroy, Los Altos Hills, Los Gatos, Menlo Park, Milpitas, Monte Sereno, Mountain 
View, Newark, Palo Alto, Redwood City, San Carlos, San Jose, Santa Clara, 
Saratoga, South San Francisco, Sunnyvale, and Union City. Most recent data are 
for fiscal year 2015 (July 2014-June 2015). Residential density was calculated as 
the average residential density of the participating cities.

Housing Near Transit; Development Near Transit

Data are from Joint Venture Silicon Valley’s annual land-use survey of all 
cities within Silicon Valley. Cities included in the FY 2014-15 Housing Near 
Transit are Atherton, Belmont, Burlingame, Colma, Cupertino, Fremont, 
Gilroy, Hillsborough, Menlo Park, Millbrae, Milpitas, Mountain View, Palo Alto, 
Redwood City, San Carlos, San Jose, Santa Clara, South San Francisco, and 
Sunnyvale. Only cities containing rail stations or major bus corridors were 
included in the analysis for the share of housing near transit. Most recent data 
are for fiscal year 2015 (July 2014-June 2015). The number of new housing 
units and the square feet of commercial development within one-third mile 
of transit are reported directly for each of the cities and counties participat-
ing in the survey. Places with one-third of a mile of transit are considered 
“walkable” (i.e., within a 5- to 10-minute walk for the average person). Transit 
oriented data prior to 2012 is reported within one-quarter mile of transit. Cities 
included in the FY 2014-15 Non-Residential Development Near Transit analysis 
are Atherton, Belmont, Brisbane, Burlingame, Colma, Cupertino, East Palo Alto, 
Foster City, Fremont, Gilroy, Hillsborough, Los Gatos, Menlo Park, Millbrae, 
Milpitas, Monte Sereno, Mountain View, Newark, Palo Alto, Redwood City, San 
Carlos, San Jose, Santa Clara, Saratoga, South San Francisco, Sunnyvale, and 
Union City.

ENVIRONMENT

Water Resources

Data for Santa Clara County was provided by Santa Clara Valley Water District 
(SCVWD). Scotts Valley Water District (SVWD) provided Scotts Valley data. 
Bay Area Water Supply & Conservation Agency (BAWSCA) provided data for 
member agencies servicing San Mateo County and for Alameda County Water 
District, which services the Cities of Fremont, Union City and Newark. These 
agencies include Brisbane/GVMID, Estero, Burlingame, Hillsborough, CWS 
- Bear Gulch, Menlo Park, CWS - Mid Peninsula, Mid-Peninsula, CWS - South 

SF, Millbrae, Coastside, North Coast, Redwood City, Daly City, San Bruno, East 
Palo Alto, and Westborough. Cordilleras serves residents in San Mateo County, 
but is not a BAWSCA member and therefore was not included in this analysis. 
BAWSCA FY 2014-15 data is preliminary. Recycled Water Consumption Data 
is from the BAWSCA Water Conservation Database. Data for the population 
served used to compute per capita values does not include unincorporated 
areas of Santa Clara County. FY 2000-01 through FY 2011-12 BAWSCA service 
area populations are from Table 6 of the BAWSCA Annual Survey FY 2011-12 
(p. 49). Data for SCVWD population served used to compute per capita values 
are from the California Department of Finance, E-1 Population Estimates as 
of January 1. The Scotts Valley Water District population figure for FY 2000 
is based on the AMBAG GIS-based analysis of 2000 census block population 
data; the 2010 population figure is based on the 2010 census block population 
data, and population estimates for the years in between, as well as 2011-2015, 
are derived from a linear interpolation. Total water consumption figures used 
to calculate per capita values and recycled percentage of total water used 
do not include consumption for agriculture or by private well-owners in the 
SCVWD data. In the BAWSCA data, the small number of agricultural users in the 
service area are treated as a class of commercial user and so are included in the 
consumption figures. Scotts Valley Water District does not serve agricultural 
customers, so total water consumption figures used to compute both the per 
capita consumption and the recycled percentage of total water used are the 
same. 

Electricity Productivity and Consumption per Capita

Electricity Consumption data is from the California Energy Commission. Gross 
Domestic Product (GDP) data is from Moody’s Economy.com. GDP values 
have been inflation-adjusted and are reported in 2014 dollars, using the Bay 
Area consumer price index for all urban consumers from the Bureau of Labor 
Statistics for the Silicon Valley and San Francisco data, and the California 
consumer price index for all urban consumers from the California Department 
of Finance for California data. Silicon Valley data includes Santa Clara and 
San Mateo Counties. Per capita values were computed from the California 
Department of Finance’s “E-4 Population Estimates for Cities, Counties, and the 
State, 2011–2015, with 2010 Census Benchmark,” “E-4 Revised Historical City, 
County and State Population Estimates, 1991-2000, with 1990 and 2000 Census 
Counts,” and “E-4 Population Estimates for Cities, Counties, and the State, 
2001–2010, with 2000 & 2010 Census Counts.”

Solar Installations

Data are from Palo Alto Municipal Utilities, Silicon Valley Power, and Pacific Gas 
& Electric, and include the entire city-defined Silicon Valley region. Years listed 
correspond to when the systems were interconnected. The category Other 
includes Non-Profit, Government, Industrial and Utility. Cumulative installed 
solar capacity does not include installations prior to 1999. All systems included 
in the analysis are Net Energy Metered and Non-Export PV. PG&E data is from 
California Solar Statistics, which publishes all IOU solar PV net energy metering 
(NEM) interconnection data per CPUC Decision (D.)14-11-001. Palo Alto residen-
tial systems with missing system sizes were counted as 4 kW. 
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CITY FINANCES

Revenues by Source, and Expenses; Revenues Minus 

Expenses

Data were obtained from 39 Silicon Valley cities’ audited annual financial 
reports, including Comprehensive Annual Financial Reports, Annual Financial 
Statements for the Year End, Annual Financial Reports, Basic Financial 
Statements Reports, and Annual Basic Financial Statements Reports, as well as 
the State of California annual year-end financial report from the California State 
Auditor. Data for City Finances include both Government and Business-Type 
Activities (where applicable). Whenever possible, data were obtained from the 
following year report (e.g., the 2010 report for 2009 figures) because following 
year reports sometimes reflects revisions/corrections. 2014 data was obtained 
from the Fiscal Year 2013-2014 reports. All amounts have been inflation-
adjusted and are reported in 2014 dollars, using the Bay Area consumer 
price index for all urban consumers from the Bureau of Labor Statistics, 2014 
estimate based on first half data for the Silicon Valley data, and the California 
consumer price index for all urban consumers from the California Department 
of Finance May Revision Forecast (April 2014) for California data. Values are 
significant to the nearest $1 million due to rounding in the city and state 
reports. Revenues Minus Expenses is reported before Transfers or Extraordinary 
Items. Other Revenues includes any revenue other than Property Tax, Sales 
Tax, Investment Earnings, or Charges for Services. Other Revenues includes the 
following (as categorized by the various cities in Silicon Valley): Incremental 
Property Taxes; Public Safety Sales Tax; Business tax; Municipal Water System 
Revenue; Waste Water Treatment Revenue; Storm Drain Revenue; Transient 
occupancy tax Business, Hotel & Other Taxes; Property transfer tax; Property 
Taxes In-Lieu; Vehicle license in-lieu fees or Motor Vehicle In-Lieu; Licenses & 
Permits; Utility Users Tax; Development impact fees; Franchise fees; Franchise 
Taxes Franchise & Business Taxes; Rents & Royalties; Net Increase (decrease) 
in Fair Value of Investments; Equity in Income (losses) of Joint Ventures; 
Miscellaneous or Other Revenues; Cardroom Taxes; Fines and Forfeitures; Other 
Taxes; Agency Revenues; Interest Accrued from Advances to Business-Type 
Activities; Use of Money and Property; Property Transfer Taxes; Documentary 
Transfer Tax; Unrestricted/Intergovernmental Contributions in Lieu of Taxes; 
Gain (loss) of disposal of assets.

Electric Vehicle Infrastructure

Data are from the U.S. Department of Energy, and include public electric 
vehicle fueling stations and outlets in Santa Clara and San Mateo Counties, 
and California. 2015 data are as of November 2, 2015, and 2014 data were as of 
November 14, 2014.

Electric Vehicle Adoption; Electric Vehicle Adoption, by 

Make

Data is from the California Air Resources Board Clean Vehicle Rebate Project, 
Rebate Statistics. Data last updated December 21, 2015. Retrieved December 
22, 2015 from https://cleanvehiclerebate.org/rebate-statistics. Silicon Valley 
data includes Santa Clara & San Mateo Counties. Electric vehicles include 

CIVIC ENGAGEMENT

Partisan Affiliation; Voter Participation

Data are from the California Secretary of State, Elections and Voter Information 
Division. The eligible population is determined by the Secretary of State using 
Census population data provided by the California Department of Finance. 
Other includes Green, Libertarian, Natural Law, Peace & Freedom/Reform, 
and Other. The population eligible to vote is determined by the Secretary of 
State using Census population data provided by the California Department of 
Finance. Data are for Santa Clara and San Mateo counties.

Eligible Voter Turnout, by Age

Eligible Voter Turnout by Age is from the California Civic Engagement Project, 
Center for Regional Change at U.C. Davis, using data from the California 
Secretary of State and California Department of Finance, and is for the 
November 4, 2014 general election. Total voter turnout is from the California 
Secretary of State, Elections Division. Silicon Valley includes Santa Clara and San 
Mateo Counties.

Plug-In Hybrid Electric Vehicles (PHEV), All-Battery Electric Vehicles (BEV), Fuel-
Cell Electric Vehicles (FCEV), and other non-highway, motorcycle & commercial 
BEVs. The 2010 data begins on 3/18/10. Not all electric vehicles sold/leased in 
the state are captured in the database, since not every eligible vehicle owner 
applies to the CVRP, not every clean vehicle is eligible for the rebate, some 
vehicles were purchased before the rebate was available, and the rebate does 
not include PHEV retrofits (only new vehicles).

GOVERNANCE

PLACE continued
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San Francisco Bay Area Progress in Meeting  2007-2014 Regional Housing Need Allocation (RHNA) 

•   Adopted and certified housing elements for the period between 2007 and 2014
•   Draft housing elements for the period between 2014-2022 
•   Permitting information sent to ABAG directly by local planning staff

RHNA
Permits 
Issued

Percent of 
RHNA Met RHNA

Permits 
Issued

Percent 
of RHNA 

Met RHNA
Permits 
Issued

Percent 
of RHNA 

Met RHNA
Permits 
Issued

Percent 
of RHNA 

Met RHNA
Permits 
Issued

Percent 
of RHNA 

Met
Alameda 10,017      3,095              31% 7,616        1,699      22% 9,078        1,140        13% 18,226      13,681      75% 44,937          19,615          44%
Contra Costa 6,512        1,353              21% 4,325        1,035      24% 4,996        3,654        73% 11,239      10,758      96% 27,072          16,800          62%
Marin 1,095        250                 23% 754           256         34% 977           219           22% 2,056        818           40% 4,882            1,543            32%
Napa 879           135                 15% 574           71            12% 713           268           38% 1,539        960           62% 3,705            1,434            39%
San Francisco 6,589        3,920              59% 5,535        1,481      27% 6,754        1,234        18% 12,315      13,468      109% 31,193          20,103          64%
San Mateo 3,588        702                 20% 2,581        641         25% 3,038        746           25% 6,531        6,080        93% 15,738          8,169            52%
Santa Clara 13,878      3,798              27% 9,567        2,692      28% 11,007      2,371        22% 25,886      35,962      139% 60,338          44,823          74%
Solano 3,038        283                 9% 1,996        481         24% 2,308        1,067        46% 5,643        3,141        56% 12,985          4,972            38%
Sonoma 3,244        715                 22% 2,154        826         38% 2,445        1,033        42% 5,807        3,065        53% 13,650          5,639            41%
Bay Area Totals 48,840      14,251            29% 35,102      9,182      26% 41,316      11,732      28% 89,242      87,933      99% 214,500       123,098       57%

About the data: The following is a summary  compiled by the Association of Bay Area Goverments of housing permits issued for all San Francisco Bay Area jurisdictions for the period between 2007 and 2014.  This data 
was compiled primarily from Annual Housing Element Progress Reports (APRs) filed by jurisdictions with the California Department of Housing and Community Development (HCD).  In certain instances when APR data was not 
available but permitting information could be found through other sources ABAG made use of the data sources below:

Note: Given that calendar year 2014 is in-between the 2007-14 and the 2014-2022 RHNA cycles, HCD provides Bay Area jurisdictions with the option of counting the units they permitted in 2014 towards either the past (2007-
2014) or the current (2014-2022) RHNA cycle. ABAG did not include 2014 permitting information in this report for jurisdictions that requested that their 2014 permits be counted towards their 2014-2022 allocation. Those 
jurisdictions are indicated by an asterisk (*). 

Bay Area

Very Low (0-50% AMI) Low (50-80% AMI) Moderate (80-120% AMI) Above Moderate (120%+ AMI) Total

For more information and other housing datatsets please visit ABAG's website at www.abag.ca.gov/planning/housing
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San Francisco Bay Area Progress in Meeting  2007-2014 Regional Housing Need Allocation (RHNA) 

RHNA
Permits 
Issued

Percent of 
RHNA Met RHNA

Permits 
Issued

Percent 
of RHNA 

Met RHNA
Permits 
Issued

Percent 
of RHNA 

Met RHNA
Permits 
Issued

Percent 
of RHNA 

Met RHNA
Permits 
Issued

Percent 
of RHNA 

Met
Alameda 482           80                    17% 329           2              1% 392           3                1% 843           80              9% 2,046            165               8%
Albany1 64              -                  0% 43              6              14% 52              176           338% 117           13              11% 276               195               71%
Berkeley 328           83                    25% 424           87            21% 549           23              4% 1,130        1,055        93% 2,431            1,248            51%
Dublin 1,092        189                 17% 661           85            13% 653           69              11% 924           3,394        367% 3,330            3,737            112%
Emeryville* 186           110                 59% 174           3              2% 219           28              13% 558           588           105% 1,137            729               64%
Fremont 1,348        198                 15% 887           54            6% 876           240           27% 1,269        2,061        162% 4,380            2,553            58%
Hayward 768           246                 32% 483           -          0% 569           50              9% 1,573        1,719        109% 3,393            2,015            59%
Livermore 1,038        72                    7% 660           50            8% 683           196           29% 1,013        637           63% 3,394            955               28%
Newark 257           -                  0% 160           -          0% 155           -            0% 291           14              5% 863               14                  2%
Oakland 1,900        1,282              67% 2,098        385         18% 3,142        22              1% 7,489        2,342        31% 14,629          4,031            28%
Piedmont 13              16                    123% 10              2              20% 11              15              136% 6                13              217% 40                  46                  115%
Pleasanton* 1,076        59                    5% 728           29            4% 720           79              11% 753           794           105% 3,277            961               29%
San Leandro 368           195                 53% 228           759         333% 277           19              7% 757           83              11% 1,630            1,056            65%
Union City 561           177                 32% 391           50            13% 380           32              8% 612           692           113% 1,944            951               49%
Alameda County 536           388                 72% 340           187         55% 400           188           47% 891           196           22% 2,167            959               44%
County Totals 10,017      3,095              31% 7,616        1,699      22% 9,078        1,140        13% 18,226      13,681      75% 44,937          19,615          44%

ALAMEDA COUNTY

TotalVery Low (0-50% AMI) Low (50-80% AMI) Moderate (80-120% AMI) Above Moderate (120%+ AMI)
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San Francisco Bay Area Progress in Meeting  2007-2014 Regional Housing Need Allocation (RHNA) 

RHNA
Permits 
Issued

Percent of 
RHNA Met RHNA

Permits 
Issued

Percent 
of RHNA 

Met RHNA
Permits 
Issued

Percent 
of RHNA 

Met RHNA
Permits 
Issued

Percent 
of RHNA 

Met RHNA
Permits 
Issued

Percent 
of RHNA 

Met
Antioch 516           8                      2% 339           20            6% 381           834           219% 1,046        381           36% 2,282            1,243            54%
Brentwood 717           192                 27% 435           58            13% 480           175           36% 1,073        1,608        150% 2,705            2,033            75%
Clayton 49              -                  0% 35              1              3% 33              2                6% 34              46              135% 151               49                  32%
Concord* 639           2                      0% 426           -          0% 498           8                2% 1,480        216           15% 3,043            226               7%
Danville2 196           2                      1% 130           84            65% 146           101           69% 111           287           259% 583               474               81%
El Cerrito 93              142                 153% 59              38            64% 80              13              16% 199           163           82% 431               356               83%
Hercules3 143           -                  0% 74              -          0% 73              -            0% 163           153           94% 453               153               34%
Lafayette2 113           47                    42% 77              8              10% 80              8                10% 91              170           187% 361               233               65%
Martinez 261           48                    18% 166           -          0% 179           4                2% 454           148           33% 1,060            200               19%
Moraga 73              -                  0% 47              -          0% 52              -            0% 62              9                15% 234               9                    4%
Oakley* 219           242                 111% 120           191         159% 88              874           993% 348           331           95% 775               1,638            211%
Orinda 70              72                    103% 48              20            42% 55              22              40% 45              137           304% 218               251               115%
Pinole 83              2                      2% 49              1              2% 48              10              21% 143           59              41% 323               72                  22%
Pittsburg 322           79                    25% 223           126         57% 296           666           225% 931           839           90% 1,772            1,710            97%
Pleasant Hill 160           9                      6% 105           1              1% 106           8                8% 257           194           75% 628               212               34%
Richmond 391           74                    19% 339           153         45% 540           243           45% 1,556        892           57% 2,826            1,362            48%
San Pablo 22              -                  0% 38              1              3% 60              35              58% 178           -            0% 298               36                  12%
San Ramon 1,174        196                 17% 715           255         36% 740           302           41% 834           2,247        269% 3,463            3,000            87%
Walnut Creek 456           150                 33% 302           25            8% 374           19              5% 826           1,206        146% 1,958            1,400            72%
Contra Costa County* 815           88                    11% 598           53            9% 687           330           48% 1,408        1,672        119% 3,508            2,143            61%
County Totals 6,512        1,353              21% 4,325        1,035      24% 4,996        3,654        73% 11,239      10,758      96% 27,072          16,800          62%

CONTRA COSTA 
COUNTY

Very Low (0-50% AMI) Low (50-80% AMI) Moderate (80-120% AMI) Above Moderate (120%+ AMI) Total
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San Francisco Bay Area Progress in Meeting  2007-2014 Regional Housing Need Allocation (RHNA) 

RHNA
Permits 
Issued RHNA

Permits 
Issued

Percent 
of RHNA 

Met RHNA
Permits 
Issued

Percent 
of RHNA 

Met RHNA
Permits 
Issued

Percent 
of RHNA 

Met RHNA
Permits 
Issued

Percent 
of RHNA 

Met
Belvedere 5                2                      40% 4                5              125% 4                2                50% 4                11              275% 17                  20                  118%
Corte Madera 68              64                    94% 38              30            79% 46              4                9% 92              165           179% 244               263               108%
Fairfax 23              -                  0% 12              -          0% 19              5                26% 54              8                15% 108               13                  12%
Larkspur 90              25                    28% 55              10            18% 75              9                12% 162           92              57% 382               136               36%
Mill Valley* 74              23                    31% 54              50            93% 68              23              34% 96              67              70% 292               163               56%
Novato 275           72                    26% 171           13            8% 221           118           53% 574           119           21% 1,241            322               26%
Ross 8                1                      13% 6                3              50% 5                3                60% 8                1                13% 27                  8                    30%
San Anselmo8 26              12                    46% 19              15            79% 21              1                5% 47              8                17% 113               36                  32%
San Rafael 262           32                    12% 207           26            13% 288           -            0% 646           109           17% 1,403            167               12%
Sausalito 45              8                      18% 30              17            57% 34              3                9% 56              20              36% 165               48                  29%
Tiburon* 36              -                  0% 21              3              14% 27              -            0% 33              9                27% 117               12                  10%
Marin County* 183           11                    6% 137           84            61% 169           51              30% 284           209           74% 773               355               46%
County Totals 1,095        250                 23% 754           256         34% 977           219           22% 2,056        818           40% 4,882            1,543            32%

RHNA
Permits 
Issued

Percent of 
RHNA Met RHNA

Permits 
Issued

Percent 
of RHNA 

Met RHNA
Permits 
Issued

Percent 
of RHNA 

Met RHNA
Permits 
Issued

Percent 
of RHNA 

Met RHNA
Permits 
Issued

Percent 
of RHNA 

Met
American Canyon* 169           -                  0% 116           -          0% 143           2                1% 300           86              29% 728               88                  12%
Calistoga* 17              14                    82% 11              9              82% 18              2                11% 48              8                17% 94                  33                  35%
Napa 466           88                    19% 295           26            9% 381           162           43% 882           495           56% 2,024            771               38%
St. Helena 30              2                      7% 21              8              38% 25              16              64% 45              25              56% 121               51                  42%
Yountville2 16              20                    125% 15              22            147% 16              12              75% 40              20              50% 87                  74                  85%
Napa County 181           11                    6% 116           6              5% 130           74              57% 224           326           146% 651               417               64%
County Totals 879           135                 15% 574           71           12% 713           268           38% 1,539        960           62% 3,705            1,434            39%

NAPA COUNTY

MARIN COUNTY

Very Low (0-50% AMI) Low (50-80% AMI) Moderate (80-120% AMI) Above Moderate (120%+ AMI) Total

Very Low (0-50% AMI) Low (50-80% AMI) Moderate (80-120% AMI) Above Moderate (120%+ AMI) Total
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San Francisco Bay Area Progress in Meeting  2007-2014 Regional Housing Need Allocation (RHNA) 

RHNA
Permits 
Issued

Percent of 
RHNA Met RHNA

Permits 
Issued

Percent 
of RHNA 

Met RHNA
Permits 
Issued

Percent 
of RHNA 

Met RHNA
Permits 
Issued

Percent 
of RHNA 

Met RHNA
Permits 
Issued

Percent 
of RHNA 

Met
San Francisco5 6,589        3920 59% 5,535        1481 27% 6,754        1234 18% 12,315      13468 109% 31,193          20103 64%
County Totals 6,589        3,920              59% 5,535        1,481      27% 6,754        1,234        18% 12,315      13,468      109% 31,193          20,103          64%

RHNA
Permits 
Issued

Percent of 
RHNA Met RHNA

Permits 
Issued

Percent 
of RHNA 

Met RHNA
Permits 
Issued

Percent 
of RHNA 

Met RHNA
Permits 
Issued

Percent 
of RHNA 

Met RHNA
Permits 
Issued

Percent 
of RHNA 

Met
Atherton 19              18                    95% 14              -          0% 16              -            0% 34              (8)               -24% 83                  10                  12%
Belmont 91              -                  0% 65              -          0% 77              4                5% 166           45              27% 399               49                  12%
Brisbane5 91              -                  0% 66              -          0% 77              7                9% 167           137           82% 401               144               36%
Burlingame 148           -                  0% 107           -          0% 125           9                7% 270           93              34% 650               102               16%
Colma 15              -                  0% 11              -          0% 13              -            0% 26              2                8% 65                  2                    3%
Daly City2 275           76                    28% 198           51            26% 233           43              18% 501           386           77% 1,207            556               46%
East Palo Alto 144           4                      3% 103           -          0% 122           74              61% 261           119           46% 630               197               31%
Foster City* 111           15                    14% 80              40            50% 94              5                5% 201           248           123% 486               308               63%
Half Moon Bay8 63              -                  0% 45              -          0% 53              -            0% 115           18              16% 276               18                  7%
Hillsborough 20              76                    380% 14              10            71% 17              8                47% 35              22              63% 86                  116               135%
Menlo Park 226           66                    29% 163           11            7% 192           24              13% 412           188           46% 993               289               29%
Millbrae 103           2                      2% 74              3              4% 87              18              21% 188           461           245% 452               484               107%
Pacifica 63              5                      8% 45              1              2% 53              44              83% 114           158           139% 275               208               76%
Portola Valley*8 17              -                  0% 12              -          0% 14              -            0% 31              -            0% 74                  -                0%
Redwood City 422           82                    19% 304           84            28% 358           94              26% 772           2,442        316% 1,856            2,702            146%
San Bruno 222           16                    7% 160           299         187% 188           281           149% 403           170           42% 973               766               79%
San Carlos 137           2                      1% 98              5              5% 116           14              12% 248           121           49% 599               142               24%
San Mateo 695           163                 23% 500           56            11% 589           105           18% 1,267        863           68% 3,051            1,187            39%
South San Francisco 373           108                 29% 268           7              3% 315           10              3% 679           128           19% 1,635            253               15%
Woodside 10              7                      70% 7                5              71% 8                5                63% 16              42              263% 41                  59                  144%
San Mateo County2 343           62                    18% 247           69            28% 291           1                0% 625           445           71% 1,506            577               38%
County Totals 3,588        702                 20% 2,581        641         25% 3,038        746           25% 6,531        6,080        93% 15,738          8,169            52%

SAN FRANCISCO 

SAN MATEO 
COUNTY

Very Low (0-50% AMI) Low (50-80% AMI) Moderate (80-120% AMI) Above Moderate (120%+ AMI) Total

Very Low (0-50% AMI) Low (50-80% AMI) Moderate (80-120% AMI) Above Moderate (120%+ AMI) Total
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San Francisco Bay Area Progress in Meeting  2007-2014 Regional Housing Need Allocation (RHNA) 

RHNA
Permits 
Issued

Percent of 
RHNA Met RHNA

Permits 
Issued

Percent 
of RHNA 

Met RHNA
Permits 
Issued

Percent 
of RHNA 

Met RHNA
Permits 
Issued

Percent 
of RHNA 

Met RHNA
Permits 
Issued

Percent 
of RHNA 

Met
Campbell 199           32                    16% 122           300         246% 158           67              42% 413           217           53% 892               616               69%
Cupertino 341           38                    11% 229           31            14% 243           58              24% 357           657           184% 1,170            784               67%
Gilroy 319           29                    9% 217           70            32% 271           65              24% 808           1,262        156% 1,615            1,426            88%
Los Altos 98              23                    23% 66              22            33% 79              12              15% 74              784           1059% 317               841               265%
Los Altos Hills 27              25                    93% 19              10            53% 22              5                23% 13              76              585% 81                  116               143%
Los Gatos* 154           2                      1% 100           41            41% 122           5                4% 186           180           97% 562               228               41%
Milpitas 689           336                 49% 421           109         26% 441           264           60% 936           6,442        688% 2,487            7,151            288%
Monte Sereno 13              6                      46% 9                12            133% 11              3                27% 8                14              175% 41                  35                  85%
Morgan Hill 317           98                    31% 249           100         40% 246           43              17% 500           1,286        257% 1,312            1,527            116%
Mountain View 571           237                 42% 388           28            7% 488           4                1% 1,152        2,387        207% 2,599            2,656            102%
Palo Alto 690           156                 23% 543           9              2% 641           128           20% 986           787           80% 2,860            1,080            38%
San Jose* 7,751        1,774              23% 5,322        1,038      20% 6,198        144           2% 15,450      13,073      85% 34,721          16,029          46%
Santa Clara 1,293        412                 32% 914           111         12% 1,002        198           20% 2,664        5,952        223% 5,873            6,673            114%
Saratoga 90              -                  0% 68              13            19% 77              5                6% 57              20              35% 292               38                  13%
Sunnyvale 1,073        572                 53% 708           402         57% 776           1,204        155% 1,869        2,403        129% 4,426            4,581            104%
Santa Clara County 253           58                    23% 192           396         206% 232           166           72% 413           422           102% 1,090            1,042            96%
County Totals 13,878      3,798              27% 9,567        2,692      28% 11,007      2,371        22% 25,886      35,962      139% 60,338          44,823          74%

SANTA CLARA 
COUNTY

Very Low (0-50% AMI) Low (50-80% AMI) Moderate (80-120% AMI) Above Moderate (120%+ AMI) Total
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San Francisco Bay Area Progress in Meeting  2007-2014 Regional Housing Need Allocation (RHNA) 

RHNA
Permits 
Issued

Percent of 
RHNA Met RHNA

Permits 
Issued

Percent 
of RHNA 

Met RHNA
Permits 
Issued

Percent 
of RHNA 

Met RHNA
Permits 
Issued

Percent 
of RHNA 

Met RHNA
Permits 
Issued

Percent 
of RHNA 

Met
Benicia* 147           -                  0% 99              3              3% 108           -            0% 178           94              53% 532               97                  18%
Dixon 197           117                 59% 98              4              4% 123           2                2% 310           20              6% 728               143               20%
Fairfield 873           -                  0% 562           -          0% 675           33              5% 1,686        1,529        91% 3,796            1,562            41%
Rio Vista 213           23                    11% 176           213         121% 207           426           206% 623           427           69% 1,219            1,089            89%
Suisun City 173           112                 65% 109           81            74% 94              21              22% 234           206           88% 610               420               69%
Vacaville 754           14                    2% 468           150         32% 515           582           113% 1,164        644           55% 2,901            1,390            48%
Vallejo 655           16                    2% 468           13            3% 568           -            0% 1,409        210           15% 3,100            239               8%
Solano County5,6,7 26              1                      4% 16              17            106% 18              3                17% 39              11              28% 99                  32                  32%
County Totals 3,038        283                 9% 1,996        481         24% 2,308        1,067        46% 5,643        3,141        56% 12,985          4,972            38%

SOLANO COUNTY

Very Low (0-50% AMI) Low (50-80% AMI) Moderate (80-120% AMI) Above Moderate (120%+ AMI) Total
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San Francisco Bay Area Progress in Meeting  2007-2014 Regional Housing Need Allocation (RHNA) 

RHNA
Permits 
Issued

Percent of 
RHNA Met RHNA

Permits 
Issued

Percent 
of RHNA 

Met RHNA
Permits 
Issued

Percent 
of RHNA 

Met RHNA
Permits 
Issued

Percent 
of RHNA 

Met RHNA
Permits 
Issued

Percent 
of RHNA 

Met
Cloverdale 71              2                      3% 61              1              2% 81              39              48% 204           -            0% 417               42                  10%
Cotati 67              -                  0% 36              2              6% 45              5                11% 109           11              10% 257               18                  7%
Healdsburg 71              60                    85% 48              23            48% 55              8                15% 157           91              58% 331               182               55%
Petaluma* 522           136                 26% 352           53            15% 370           28              8% 701           645           92% 1,945            862               44%
Rohnert Park3 371           24                    6% 231           -          0% 273           1                0% 679           6                1% 1,554            31                  2%
Santa Rosa 1,520        323                 21% 996           481         48% 1,122        646           58% 2,896        1,100        38% 6,534            2,550            39%
Sebastopol 32              37                    116% 28              62            221% 29              9                31% 87              35              40% 176               143               81%
Sonoma 73              40                    55% 55              32            58% 69              29              42% 156           84              54% 353               185               52%
Windsor 198           52                    26% 130           36            28% 137           28              20% 254           53              21% 719               169               24%
Sonoma County 319           41                    13% 217           136         63% 264           240           91% 564           1,040        184% 1,364            1,457            107%
County Totals 3,244        715                 22% 2,154        826         38% 2,445        1,033        42% 5,807        3,065        53% 13,650          5,639            41%

1 No data available permits issued in 2013 or 2014
2 Data provided by local staff. Building permits finalized.
3 Data from RHNA 4 (2007-2014) Housing Element.
4 No data available for this jurisdiction
5 Data is for Certificates of Occupancy issued.
6 Jurisdiction did not specify very low income units; ABAG counted all units affordable to below 80% AMI as low income
7 Data from RHNA 5 Housing Element (2014-2022).
8 Data is available only for 2014
* Jurisdiction opted to have 2014 permits counted towards its 2014-2022 RHNA allocation. 

SONOMA COUNTY

Very Low (0-50% AMI) Low (50-80% AMI) Moderate (80-120% AMI) Above Moderate (120%+ AMI) Total

Compiled by the Association of Bay Area Governments, September 2015 Page 8 of 8
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1. INTRODUCTION 

The Association of Bay Area Governments (ABAG) and the Metropolitan Transportation 

Commission (MTC) track and forecast the region’s demographics and economic trends to 

inform and guide Plan Bay Area investments and policy decisions. This document explains the 

process used to develop the Plan Bay Area (the “Plan”) growth forecasts and the Plan’s projected 

distribution of this growth across the region.  It describes the most recent planning assumptions 

used to develop the forecasts and the land use distribution, including local general plans and 

other factors.  

 

The growth projections highlighted in this document reflect the best picture we have of what the 

Bay Area may look like in 2040, so that today’s decisions align with tomorrow’s expected 

transportation and housing needs. These forecasts form the basis for developing the regional 

land use plan and transportation investment strategy for Plan Bay Area. 

 

 

What the forecasts tell us: 

 

• Between 2010 and 2040, the nine-county San Francisco Bay Area is projected to add 
1.1 million jobs, 2.1 million people and 660,000 homes, for a total of 4.5 million jobs, 
9.3 million people and 3.4 million homes. 

 
• Substantial shifts in housing preference are expected as the Bay Area population ages 

and becomes more diverse. 
 
• As the Bay Area continues to recover from the lingering effects of the 2007-2009 

recession, certain economic trends and indicators will likely rebound. For example, 
strong job growth is expected in the professional services, health and education, and 
leisure and hospitality sectors. Early indicators also suggest that the regional housing 
market is showing signs of recovery. 

 
• Reflecting the distribution growth factors’ emphasis on the existing transit network 

and connecting homes and jobs, San Francisco, San Mateo, Santa Clara and Alameda 
counties account for the majority of housing growth (77 percent) and job growth (76 
percent)  

 
• The Bay Area’s three regional centers—San Francisco, San Jose, and Oakland—will 

accommodate 41 percent of housing growth and 38 percent of total job growth by 
2040. Corridors in the inner Bay Area, including El Camino Real/The Grand 
Boulevard, San Pablo Corridor, and East 14th–International Boulevard, also represent 
a major share of both housing and job growth, accommodating 19 percent of regional 
housing and 11 percent of regional job growth. 
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2. REGIONAL FORECAST OF JOBS, POPULATION AND HOUSING 

The basis of Plan Bay Area is its focus on employment, population and housing. . The 

Association of Bay Area Governments employed the Center for Continuing Study of the 

California Economy (CCSCE) to provide national, state and regional employment and 

population forecasts. The agency also hired Karen Chapple of the University of California, 

Berkeley (UC Berkeley), to provide a housing analysis and estimates as inputs to the ABAG 

housing forecast. The Metropolitan Transportation Commission employed the consulting firm 

Strategic Economics/Center for Transit Oriented Development (CTOD) to provide industry 

sector locational preferences, which were used as inputs to the ABAG land use forecast.  These 

analytical reports can be found in Appendix C of this document. 

 

A FOUR-STEP PROCESS 

The Association of Bay Area Governments developed the forecasts by following four steps 

(Figure 1): 

1. Potential job growth: Job growth by 2040 for the Bay Area was estimated as a share 

of the U.S. Bureau of Labor Statistics’ national growth projections, reflecting the 

difference in 2010 between national and regional labor force participation in various 

economic sectors, such as the professional services and retail sectors. This analysis was 

performed by CCSCE. 

2. Potential population and household growth: The job growth forecast determines 

the population and number of households, as well as household income levels. ABAG, in 

consultation with CCSCE, translated the Bay Area job growth projection into labor force, 

total population and household forecasts. These forecasts were based on labor force 

participation rates and the number of persons per household by age and race cohorts. 

3. Housing production: ABAG, in consultation with UC Berkeley, estimated regional 

housing production by 2040 based on past housing production levels, projected 

household income, and new policies and programs to support housing production in 

Priority Development Areas (PDAs). 

4. Feasible job, population and household growth:  ABAG adjusted for housing 

production limitations by 2040 that influence the number of workforce households that 

can be accommodated in the region. These housing production limitations, in turn, limit 

job growth in the region and reduce total population growth. 
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Figure 1. Four-Step Process for developing Bay Area demographic forecasts 

1 
 

Job 
Growth 
Forecast 

 2 
 

Labor Force, 
Population and 

Household Growth 
Forecasts 

 3 
 

Housing 
Production 

Forecast 

 4 
Household Growth, Job 
Growth and Population 

Growth forecasts adjusted 
for Housing Production 

Limitations 
 

 

 

RATIONALE FOR FORECAST METHODOLOGY 

The forecast prepared by CCSCE in February 2012 is an economic growth projection based upon 

national employment growth by major industry sector and the region’s share of that growth 

based upon regional competitiveness in each industry. Because the region is heavily 

concentrated in a number of high-growth, high-technology industries, the projection assumes 

that the region remains attractive to a diverse and highly specialized labor force in the coming 

decades.  

 

However, the Bay Area faces a number of potential constraints to economic competitiveness, 

including high housing costs in places close to employment centers, funding cuts to education 

and public services, and aging infrastructure in many places.  Over the last three decades, much 

of the region’s economic growth has been supported by the development of land in “greenfield” 

locations within the Bay Area and in the San Joaquin Valley region1. These areas accommodated 

substantial new housing, with expanding infrastructure and services, while many of the older 

cities circling the bay faced physical, market, and regulatory constraints to large-scale housing 

production.  

 

The region’s most concentrated job centers continue to be located in the major central business 

districts, downtowns, and transit corridors circling the bay. This spatial “mismatch” in the 

location of jobs and housing within the region has resulted in rising housing costs in many of the 

larger cities, increased time and travel costs for the many workers commuting from lower-cost 

communities, and growing congestion on major highways and freeways. 

 

Plan Bay Area calls for reducing vehicle miles traveled (VMT) by encouraging infill development 

in the core, and improving transit access throughout the region. This envisioned development 

pattern would be a reversal of the dominant trends over the last several decades of housing and 

employment dispersal. There are several emerging trends that support the shift towards 

concentrating housing and job growth in the region’s core. The first of these trends are the 

demographic changes projected to occur in the Bay Area, which include the aging of the “Baby 

                                                           
1  Reflecting this outward growth, in March 2013, the U.S. Census Bureau added San Joaquin County to the Census-

defined San Jose-San Francisco-Oakland Combined Statistical Area that includes the nine-county San Francisco 
Bay Area as well as San Benito and Santa Cruz Counties. 
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Boomer” generation, as well as the maturing of the “Generation Y” generation, both of which are 

seen as driving demand for more compact, urban housing in the core.   

 

Secondly, there is strong projected growth in key industries in technology and related sectors, 

which have shown a tendency to agglomerate in key locations within the core of the region, 

including San Francisco, the Silicon Valley, and other select places. The region is increasingly 

geographically constrained with fewer “greenfield” development sites left, and the traffic 

congestion on regional highways and interstates connecting to the Central Valley region is 

worsening.  While these larger trends support shifting the new development to the core, the SCS 

also acknowledges the need to implement land use policies and make infrastructure investments 

at the local and regional levels to foster infill development and reduce the commute from outside 

the region. 

 

With careful planning and supportive policies and investments described above, ABAG 

estimates an additional 660,000 housing units will be constructed in the region between 2010 

and 2040, an average of 22,000 new units per year. This is based upon an analysis of production 

levels over the past several decades (20,000 units per year 1990-2010), challenges associated 

with increasing the inventory of multi-family housing brought to market, and the slow near-

term recovery of employment and the housing market.  

 

Using national and state data sources, ABAG developed assumptions regarding the population 

profile (including age and race/ethnicity), the number of employees per household, the labor 

force participation rate, vacancy rate, and other variables in order to derive the number of jobs 

that the region could support given the estimated 660,000 total number of housing units that 

can be produced with the policies and investments outlined in the May 2012 Jobs-Housing 

Connection Strategy.  

 

Compared to Levy’s estimate of 1.3 million new jobs from 2010 to 2040, the regional projection 

has slightly lower growth of 1.2 million jobs. This corresponds to 100,000 fewer jobs overall, but 

assumes that a greater proportion of the future workforce would be housed within the region, 

without relying on a historically increasing rate of in-commuters from outside of the region.  
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Based on this rationale, the overall regional growth forecast for Plan Bay Area relies on the 

following key assumptions: 

 The Bay Area and national economies will be healthy, with an average unemployment 

rate of 5 percent or less and reasonably sufficient housing production for the workforce.  

 A stronger link will be made between jobs and housing in locations sought by the 

workforce.   

 Adjustments to the job growth forecast are needed to account for the region’s expected 

level of housing production given historic trends and the constraints of an infill growth 

development pattern. 

 The region will continue to receive historical levels of public funding for housing 

production. 

 

DATA, ASSUMPTIONS AND METHODS USED 

The regional forecast of employment, population and housing to 2040 was developed in a 

Microsoft Excel-based model, utilizing Microsoft Access and ESRI ArcGIS databases to process, 

refine, and consolidate large datasets.  The final regional forecast was validated by CCSCE, 

Karen Chapple of UC Berkeley, and Strategic Economics, external consultants hired by ABAG 

and MTC, and by the California Department of Finance (DOF) and California Department of 

Housing and Community Development (HCD). 

 

Summaries of the key historic data used to prepare the forecast, and the resulting projected 

values are shown in Table 1 and Table 2.  Additional detail regarding data sources and uses, key 

variables, assumptions, and methods utilized to develop and validate the regional economic, 

population and housing forecast is provided below.  

 
Table 1. Key Regional Historic and Projected Population, Employment and Housing Data  

(in millions) 

 Historic Projected 
 1990 2000 2010 2020 2030 2040 
Housing Units  2.552 2.786 2.956 3.201 3.446 

Households 2.251 2.466 2.608 2.838 3.073 3.308 

Household Population 5.875 60641 7.003 7.624 8.314 9.085 

Group Quarters Population 0.149 0.143 0.148 0.162 0.182 0.214 

Total Population* 6.024 6.784 7.151 7.787 8.497 9.299 

Labor Force 3.322 3.535 3.658 4.057 4.270 4.584 

Employed Residents 3.152 3.377 3.269 3.850 4.052 4.350 

Jobs 3.206 3.753 3.385 3.987 4.197 4.505 
 

*Total Population includes both group quarters population and household population 

Sources: US Census (1990-2010), ABAG (2020-2040) 
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Table 2: Key Regional Historic and Projected Population, Employment and Housing Rates 

 Historic Projected 
  1990 2000 2010 2020 2030 2040 
Vacancy Rate  3.4 6.4 4.0 4.0 4.0 

Persons per Household* 2.61 2.69 2.69 2.69 2.71 2.75 

Labor Force Participation Rate 55.6 52.6 51.6 52.6 50.8 49.9 

Unemployment 5.1 4.5 10.6 5.1 5.1 5.1 

Employed Residents per Job 0.983 0.900 0.966 0.966 0.966 0.966 
 

*Population per household is based on the household population of 9,089,000 

Sources: US Census (1990-2010), ABAG (2020-2040) 

 

Data Sources and Uses 

Chapple, Karen and Jacob Wegmann, Evaluating the Effects of Projected Job Growth on 

Housing Demand. 

http://www.onebayarea.org/pdf/KC_Effects_of_Projected_Job_Growth_on_Housing.pdf 

 Analysis of constraints on housing production in the region. 
 

Levy, Stephen, Bay Area Job Growth to 2040: Projections and Analysis, Center for Continuing 

Study of the California Economy, February 2012. 

http://www.onebayarea.org/pdf/3-9-12/CCSCE_Bay_Area_Job_Growth_to_2040.pdf 

 Source of unconstrained (upper limit) regional employment growth.  

 Source of industry sector composition of employment for the region and the nation. 
 

Pitkin, John and Dowell Myers. Projections of the U.S. Population, 2010-2040, by immigrant 

Generation and Foreign-Born Duration in the U.S., Population Dynamics Research Group, 

University of Southern California School of Policy, Planning, and Development, October 2011.  

http://www.usc.edu/schools/price/futures/pdf/2011_Pitkin-Myers_Projections-Immigrant-

Generations-and-Foreign-Born.pdf 

 Source of lower national population projection incorporating declines in immigration 
reflected in 2010 Census.  

 Used for national employment forecast prepared by Stephen Levy. 
 

United States Census Bureau, 2010 Decennial Census. 2010 Census Summary File 1, Table 

PCT12 by Race/Ethnicity, California and Counties. Extracted on July 22, 2010 and published by 

California State Data Center. Downloaded January 20, 2012. 

http://www.dof.ca.gov/research/demographic/state_census_data_center/census_2010/view.p

hp#SF1 

 Source of 2010 base year population by age, gender, and race/ethnicity  

 Used for base year population profile. 
 

United States Census Bureau, 2010 Decennial Census, 2010 Census Summary File 1, Table PC01 

Group Quarters Population Sex by Age, Table P12 Total Population Sex by Age, Table P42 Group 
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Quarters Population by Group Quarters Type. American FactFinder. Downloaded January 11 

and January 19, 2012. [Copy of Table P42 downloaded June 13, 2012 for complete record] 

http://factfinder2.census.gov/faces/nav/jsf/pages/index.xhtml 

 Source for group quarters population share of total population by age and breakout of 
group quarter population by group quarters type. 

 Used for future group quarter and non-institutionalized population calculations. 
 

State of California, Department of Finance, Population Projections for California and Its 

Counties 2000-2050, by Age, Gender and Race/Ethnicity, Sacramento, California, July 2007. 

http://www.dof.ca.gov/research/demographic/reports/view.php 

(newer projection released January 2013) 

 Population growth rates by age, gender, and race/ethnicity. Incorporates natural 
increase (births minus deaths) and net migration.  

 Used for the age and race/ethnic profile of population growth in the regional projection. 
This feeds into calculations of future year labor force participation rates, persons per 
household, and group quarters and non-institutionalized population. 

 This is not the direct source of future year projected total population. 
 

United States Department of Labor, Bureau of Labor Statistics (BLS), Labor force participation 

rates, 2008-2018 and Labor force participation rates, to 2050. Labor Force (Demographic) 

Data. Downloaded January 4, 2012. 

http://www.bls.gov/emp/ep_data_labor_force.htm 

(newer short-term participation rates released, longer-term rates removed from website) 

 Source of national future labor force participation rates by age and race/ethnic group.  

 Used for future regional labor force participation rate calculation. 
 

United States Census Bureau, 2009 American Community Survey 5-Year Estimates. Table 

S2301 Employment Status. American Factfinder. Downloaded January 24, 2012. 

http://factfinder2.census.gov/faces/nav/jsf/pages/index.xhtml 

 Source for current labor force participation rate for the region.  

 Used to adjust national labor force participation rate to the regional rate. 
 

Wyatt, Ian D. and Kathryn J. Byun. The U.S. economy to 2018: from recession to recovery. 

Monthly Labor Review, November 2009.  

http://www.bls.gov/opub/mlr/2009/11/art2full.pdf 

 Source for 5.1% future year full-employment assumption. 

 

Description of Variables Used in Forecast 

Jobs  

Total potential jobs in the Bay Area are provided by Center for Continuing Study of the 

California Economy, based on an analysis of the Bay Area’s share of national jobs by job sector 

and the region’s competitiveness in these sectors. The forecast jobs are calculated from 

employed residents, holding the 2010 employed resident per job ratio of 0.966 constant. This 
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assumption holds the rates of net in-commuting and multiple job holding constant into the 

future, as opposed to the increases experienced in the 80’s and 90’s. 

 

Population Profile 

The age and ethnic composition of the region’s future growth comes from: Population 

Projections for California and Its Counties 2000-2050 (Department of Finance 2007). For each 

decade, the growth shares by age and ethnic composition were added to the 2010 base 

population profile from the 2010 Decennial Census to get future year age and ethnic total 

population profiles. The net migration assumption for the Department of Finance forecast 

averages 177,000 statewide over the 50-year period, or approximately 35% of the growth. This is 

the source for the composition of population growth, not the level of total growth. 

 

Population 

Total population is adjusted so that the calculated total housing units matches the 22,000 units 

per year growth assumption. 

 

Group Quarters Population 

The future group quarters population is calculated as a share of total population. The share is 

calculated using Census 2010 rates of group quarter population by age applied to the future year 

population profile.  

 

Non-Institutionalized Population 

Similar to the group quarters population, non-institutionalized population is calculated as a 

share of total population. The share is calculated using Census 2010 rates of non-

institutionalized population by age applied to the future year population profile. 

 

Note: Census 2010 data obtained included group quarters population broken out by age group, 

and group quarters population by group quarters type, which allows for separating 

institutionalized and non-institutionalized total populations (but was not broken out by age 

group). Assumptions were made on the age break-out of different group quarters types – in 

particular college and nursing group quarters populations, to better estimate the age break-

down of non-institutionalized population for the purposes of calculating the labor force. 

 

Household Population 

Total household population is calculated by subtracting group quarters population from total 

population. 

 

Persons per Household 

Existing headship rates – the ratio of household population to heads of households – by age and 

ethnic group are derived from the 2009 American Community Survey 5-year average estimate. 

The existing headship rates by age and ethnic group are applied to the future year household 

population profile to get the future persons per household for the Bay Area. Changes in headship 

rates are not assumed – the change in the overall persons per household over time is solely a 

result of the changing population profile of the region. 
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Households 

Total households are calculated by dividing the future household population by the future 

persons per household. 

 

Vacant Units 

Vacant units are calculated by an assumed future vacancy rate of 4% of total housing units in 

future years, due to regular turnover of the housing stock.  

 

Housing Units 

A thirty-year average housing production level of 22,000 is assumed. This is based upon an 

analysis of past production, challenges associated with increasing the inventory of multi-family 

housing brought to market, and future policy supports, acknowledging that high housing costs 

and limited production is a factor constraining the ability of the region to accommodate future 

job growth. Total housing units is calculated by dividing total households by 0.96 (one minus 

the vacancy rate). 

 

Labor Force Participation Rates 

Future national labor force participation rates were obtained from Labor force participation 

rates, 2008-2018 and Labor force participation rates, to 2050 (Bureau of Labor Statistics). The 

future national labor force participation rates by age and ethnic group are applied to the future 

non-institutionalized population profile. The overall rate is then adjusted for the region based 

upon the difference in 2010 between national and regional labor force participation to get the 

future labor force participation rate for the Bay Area. 

 

Labor Force 

Labor force is calculated by multiplying the future year non-institutionalized population by the 

future labor force participation rate. 

 

Unemployment Rate 

The assumption is for full employment levels in future years. This is assumed as a 5.1% 

unemployment rate per the Bureau of Labor Statistics (Wyatt 2009). 

 

Employed Residents 

Employed residents are calculated by subtracting the unemployed residents from the labor 

force. Unemployed residents are calculated by multiplying the labor force by the unemployment 

rate. 

 

Employed Residents per Job 

This ratio is influenced by levels of in-commuting and out-commuting as well as the number of 

employed residents holding multiple jobs. We have assumed that this ratio holds at the 2010 

level, implying the rates of net in-commuting and multiple job-holding remain constant. This 

implies a small increase in in-commuting and multiple job-holding from 2010 proportionate to 

the increase in total jobs in the region, but halts the trend of increasing rates of in-commuting 
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into the region seen in recent decades, due to road capacity constraints and additional housing 

production supports within the region. This also keeps the in-commute well below 2000 levels. 

 

 

 

Summary of Key Assumptions 

Pace of recovery 

• Over the next five years, employment will remain below its pre-recession peak.  

• Housing production will likely remain suppressed over the next five years.  Recovering 

production from these very low levels is likely to be gradual, with at least two years of 

foreclosures to work out. 

• Demand for certain types of housing, such as multi-family, and in certain strong markets 

has remained, though the lack of financing in the near term is slowing development. 

 

Employment  

• Lower recent national growth forecasts and decreased immigration levels reflected in the 

Census are incorporated into baseline forecast of national growth. 

• Bay Area growth has trended toward national growth over the last couple of decades.  

• Housing supply does constrain job growth; the region will lose jobs if constraints on 

housing supply are not sufficiently lifted.   

 

Housing assumptions  

• The regional rate of employed residents to households is not likely to change much, unless 

similar constraints on housing production outside of the region would limit spillover 

supply. 

• While assuming no new in-commuting is unrealistic, transportation and infrastructure 

capacity constraints and the housing market collapse in outlying areas, along with 

demographic shifts and changing preferences, will reduce continued growth in rates of in-

commuting. As a result, maintaining the current jobs per employed resident ratio is a 

reasonable assumption. 

• Demographic and market trends will also influence the type and location of future housing 

production. Over the next fifteen years, there is projected to be a large increase in the 

young adult population, as well as retired workers and the elderly. Stable home values and 

high demand for rental in many inner-bay communities may spur higher rates of sales, 

downsizing, and higher-density construction. At the same time, outlying areas hit hard by 

foreclosures and lower home values will likely see higher rates of retirees holding onto 

larger homes and little new construction for some time. In the later years, from 2025-

2040, there will be a resurgence of growth in the family-forming 30-45 year-old cohort, 

which may lift the housing market in outlying areas.  
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Summary of Key Assumptions (continued) 

Demographic trends   

• The aging of the population will slow after about 2025.  From 2025-2040, there is 

expected to be a resurgence of growth with the family-forming cohort (30-45 years old).  

These shifts suggest that: 

- Most of the housing need will be driven by seniors and young adults early on, and by 

family populations in the later years 

- This means more demand for multi-family housing in the near term, as well as some 

increased demand for single-family housing in the later years. 

- The current 55-70 year old cohort may choose to age in place for some time, but by the 

time they reach their 80’s many will likely no longer want to live alone.  This will free 

up some single-family housing for new families and create demand for multi-family 

housing/assisted living in the later years 

 

Industry sector mix  

• High-skill, high-tech service and manufacturing sector companies will continue to be the 

drivers of job growth in the Bay Area. 

• This growth will continue to drive growth in other business-support and service sectors. 

The broader industry sector mix of the Bay Area will not be dramatically different from 

other metropolitan areas. 

 

Future household income levels 

• It is expected that much of the driving industries job growth will occur in the higher-

paying high-tech sectors. Higher-income residents will require services (retail, nursing 

and child care, education, fire and police, etc.), and they will prefer better services, so 

lower- and middle-income jobs will be retained and created.  

• Job replacement will become an important factor as baby boomers retire over the next 

couple of decades. These jobs are at all income levels and in all industry sectors, not just 

higher-paying technical jobs, so it could be assumed that moderate-income jobs will be 

retained in the Bay Area.  Matching the labor force to these replacement jobs will be a 

challenge, both locally and nationally. 
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SNAPSHOT OF THE BAY AREA, 2010-2040 

By 2040 the San Francisco Bay Area is projected to add 2.1 million people, increasing total 

regional population from 7.2 million to 9.3 million, an increase of 30 percent or roughly 1 

percent per year.  This growth means the Bay Area will continue to be California’s second-largest 

population and economic center. Two major demographic changes shape the forecast of 

household and job growth: the increase in the senior population and increasing racial and ethnic 

diversity. The number of jobs is expected to grow by 1.1 million between 2010 and 2040, an 

increase of 33 percent. During this same time period the number of households is expected to 

increase by 27 percent to 700,000, and the number of housing units is expected to increase by 

24 percent to 660,000.  While roust, this projected rate of growth is actually slower than other 

metropolitan regions in California and also is slower than the Bay Area’s pace of growth in the 

1970s and 1980s. (See Table 3.)  

 
 

Table 3. Bay Area Population, Employment and Housing Projections, 2010 - 2040 

 2010 2040 Growth 
2010 - 2040 

Percent 
Change 

2010 - 2040 
Population 7,151,740 9,299,150 2,147,410 30% 

Jobs 3,385,300 4,505,220 1,119,920 33% 

Households 2,608,020 3,308,110 700,090 27% 

Housing Units 2,785,950 3,445,950* 660,000 24% 

Sources: 2010 US Census, ABAG  

 

Population Forecast 

The population forecast was derived from ABAG’s job growth forecast2. (See Employment 

Forecast, p.15.)  It also analyzed the existing population and its labor force participation rates by 

age cohort and race. Beyond births and deaths, it was assumed that the rate of in-migration to 

the region will remain the same from 2010 to 2040. Incentives to produce housing close to job 

centers will result in some increases in the number of households and total population3. 

                                                           
2 Job growth is the main determinant of population growth in all major regional forecast modeling in California and 

around the nation. Population growth is tied to job growth in the regional projections produced by the Southern 
California Association of Governments (SCAG), the San Diego Association of Governments (SANDAG), the 
Sacramento Association of Governments (SACOG), the Monterey Bay Area Association of Governments (AMBAG) 
and the Santa Barbara County Association of Governments (SBCAG).  In addition job growth is the primary 
determinant of regional population growth in the three major national forecasting firms--IHS Global Insight, 
Regional Economic Models, Inc. (REMI) and Economy.com, a division of Moody’s. 

3  In January 2013, California Department of Finance (DOF) released population projections for the Bay Area 
forecasting 1.3 million additional people between 2010 and 2040, which is significantly lower than ABAG’s forecast 
of 2.1 million additional people.  Recognizing the significant disparity between the population projections, ABAG, 
DOF, and the California Department of Housing and Community Development (HCD), collaborated to identify the 
source of the discrepancy and determine the reasonableness of ABAG’s projections.  (Government Code § 
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Aging Baby Boomers 

Between 2010 and 2040 the Bay Area’s population is expected to grow significantly older. 

Today, people who are 65 and over represent 12 percent of the total population, but by 2040 the 

share will increase to 22 percent. Put another way, the number of seniors will more than double 

from under 900,000 today to nearly 2.1 million by 2040. (See Figure 2.) By contrast, the 

segment of population aged 45-64 will grow by less than 1 percent, and will shrink from 27 

percent of the total population today to 21 percent by 2040. The projected increase in the senior 

population will cause the overall labor force participation rate to fall, even as more people work 

beyond the age of 65. By 2040, 50 people out of every 100 in the Bay Area are projected to be in 

the labor force, compared to 52 people out of 100 in 2010. 

 

Younger-age segments of the population will increase in size substantially, but will represent a 

slightly smaller share of total population in the future due to the large number of aging baby 

boomers. The number of people aged 25-44 will increase by 17 percent or nearly 370,000, while 

the number of people aged 24 and younger will increase by 25 percent or over 550,000. 

 

Increased Racial and Ethnic Diversity 

By 2040 the population will become substantially more racially and ethnically diverse (Figure 

3). Latinos will emerge as the largest ethnic group, increasing from 23 percent to 35 percent of 

the total population.  The number of Asians also will increase, growing from 21 percent to about 

24 percent of the population.  

 

In contrast, the share of non-Hispanic whites will drop sharply from approximately 45 percent 

of today’s population to about 31 percent in 2040. The African-American segment of the 

population also is expected to decline slightly, dropping from 6 percent to 5 percent, while other 

demographic groups are expected to maintain a similar share of the population in the future as 

they do today. 

                                                                                                                                                                                           
65584.01(b) [requiring consultation with DOF when reaching a Regional Housing Needs Determination if a 
difference in population projections exceeds three percent].)  On May 18, 2013, ABAG’s Planning and Research 
Director presented a memorandum that was jointly prepared by ABAG, DOF, and HCD (“Overview of the Regional 
Housing Need Determination, DOF Population Projections and Plan Bay Area Forecast”) to the ABAG Executive 
Committee at a public hearing.   This memorandum discusses the different methodologies used by ABAG and DOF 
that resulted in the different population projections.   

ABAG, DOF, and HCD concluded the primary cause of the different population projections was the migration data 
relied upon by DOF.  Migration is one of the three variables in the baseline cohort-component method used by DOF 
to forecast population growth.  Employment is a major driver of migration, however the DOF model does not 
specifically incorporate current and projected employment trends in its model.  DOF’s projections were based on 
net migration into the Bay Area between 2000 and 2010.  The net-migration number does not account for 
irregularities, such as the job losses that occurred from 2000-2002 and from 2007-2010.  The net-migration 
number also fails to reflect current and expected employment trends.  As a result, the Population Memo concludes 
that DOF’s projections are “not a forecast of the most likely outcome.”  HUD and HCD agreed that ABAG’s 
population projections were appropriate for the SCS.     

In contrast to DOF’s methodology, ABAG’s methodology incorporates current and expected employment trends by 
linking population growth to projected job growth. ABAG’s nuanced methodology linking population projections to 
expected job growth is a better predictor of future populations than models that simply rely on net-migration 
numbers from the previous decade.   

See Appendix C, Overview of the Regional Housing Need Determination, DOF Population Projections and Plan 
Bay Area Forecast prepared by DOF, HCD, an dABAG, April 2013.  

 



 

 
2 | Regional Forecast 14 

 

 

Figure 2.  Bay Area Population by Age, 2010 and 2040 

 

Sources: 2010 US Census, ABAG  

 

Figure 3. Bay Area Population by Ethnicity, 2010 and 2040 

Sources: 2010 US Census, ABAG  
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Employment Forecast 

The Association of Bay Area Governments forecasted regional employment by industry sector 

utilizing an analysis of the Bay Area’s competitiveness by industry in relation to the state and 

national growth forecast conducted by CCSCE. The analysis took into account the Bay Area’s 

concentration of knowledge-based industries, research centers and universities; the presence of 

a highly educated and international labor force; expanding international networks serving the 

global economy; and the overall diversity of the regional economy.   

 

These fundamental assets underpinning the Bay Area economy still are strong. While it is true 

that the region has not recovered all jobs lost since the “dot-com bubble” popped in 2000, the 

so-called “jobless growth” of the last decade was a national phenomenon not limited to the Bay 

Area. Furthermore, increasing numbers of news articles report that various parts of the regional 

economy are on the mend. For example, the Bay Area led California job growth in 2012 with 

91,400 new jobs, a nearly 3 percent increase from 2011 and more than twice the nationwide 

average, according to Bloomberg News (“Google, Facebook lead Bay Area jobs,”  Jan. 27, 2013). 

Based on the above factors and strong fundamentals, Bay Area employment is forecast to grow 

at a slightly faster rate than that of the nation as a whole. 

 

Substantial numbers of jobs are expected to be created between 2010 and 2040 (Figure 4). More 

than half of the projected 1.1 million new jobs are expected to be created between 2010 and 

2020, which includes the recovery of close to 300,000 jobs lost during the Great Recession that 

began in 2007. The gain of 1.1 million jobs does not translate directly into new office, 

commercial or industrial construction.  About one-third of these jobs could potentially be 

accommodated within existing offices and facilities, given current vacancy rates. Many of these 

jobs are expected to be filled by currently unemployed or underemployed individuals. From 

2020 to 2040, the rate of job growth is forecast to slow in comparison to the 2010-2010 period. 

 

The job growth forecast was adjusted based on the difficulties in supplying sufficient housing in 

the Bay Area to meet the needs of workforce housing within reasonable commute times. The 

historic imbalances in the Bay Area housing market have resulted in excessively high housing 

prices in locations close to job centers. Employers have consistently cited these imbalances as 

the most difficult aspect of recruiting and retaining high-quality employees in the region. 
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Figure 4. Total Regional Employment, 1980-2040 

 

Sources: US Census (1960-1980), DOF (1990-2000), ABAG  

 

Employment Growth Highest in Professional Services, Health and Education, and 
Leisure and Hospitality Economic Sectors 

Major industry job trends in the Bay Area over the next 30 years are expected to largely mirror 

national trends.  Nearly 73 percent of total employment growth is projected to be in the 

professional services, health and education, and leisure and hospitality sectors. The national 

trends of slower growth in retail and finance are also expected in the Bay Area. Construction 

jobs are expected to almost regain pre-recession levels by 2020 and to increase slightly by 2040. 

Although this is a substantial gain compared to 2010, it is driven primarily by a slow return to 

more normal construction levels in the region. Manufacturing jobs are projected to remain more 

or less stable through 2040. (See Table 4.) 

 

Industry sectors contain a wide spectrum of wages, which correspond to the skill levels and 

training needed for different occupations. This is especially true for the two sectors with the 

highest projected growth: professional services and health and education. For example, fewer 

than half the jobs in professional services require the higher levels of education and 

specialization than one might consider typical for this sector. The construction, manufacturing 

and wholesale sectors have significant numbers of jobs in middle-income occupations, while the 

leisure and hospitality (which includes hotels) and retail sectors have higher shares of low-

income jobs. While there are substantial opportunities in fast-growing sectors with large 

numbers of high income jobs, these sectors also will create middle- and low-income jobs. For 
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example, the professional services sector will create both high-income jobs, such as a vice 

president of sales, and lower-income jobs, such as a file clerk. 

 

Table 4.  Bay Area Employment by Sector, 2010 – 2040, Ranked by Job Growth 

 
  Growth (Loss) % Change 
Sector   2010  2040 2010-2040 2010 - 2040 

Professional Services 596,700 973,600 376,900 +63% 

Health and Education 447,700 698,600 250,900 +56% 

Leisure and Hospitality 472,900 660,600 187,600 +40% 

Construction 142,300 225,300 82,900 +58% 

Government 499,000 565,400 66,400 +13% 

Retail 335,900 384,400 48,500 +14% 

Finance 186,100 233,800 47,700 +26% 

Information 121,100 157,300 36,300 +30% 

Transportation and Utilities 98,700 127,400 28,600 +29% 

Manufacturing and Wholesale 460,200 456,100 (4,100) -1% 

Agriculture and Natural Resources 

 

 

 

24,600 22,700 (1,900) -8% 

All Jobs 3,385,300 4,505,200 1,119,900 +33% 

Sources: CCSE, ABAG 

 

Growth in Lower-Income Households 

The household income forecast was based on projected jobs by sector, associated occupations 

and wages, and trends in the geographic distribution of households by income level over the past 

several decades. Wages were calculated based on the occupations within each industry group. 

Other income, such as capital gains from stock market investments, was estimated from state 

and national forecasts as well as from past regional trends. The geographic distribution of 

households by income was estimated from the U.S. Census. 

 

Today, about 40 percent of the existing 2.6 million households in the Bay Area (or just over 1 

million) fall into the very-low and low-income groups, according to U.S. Census figures.  Due to 

the growth in leisure and hospitality, retail and other low-income jobs, the number of people in 

very-low and low-income groups is projected to increase from 40 percent of households to 43 

percent of households by 2040, while those in the moderate and above-moderate categories will 

decrease from 60 percent to 57 percent of households (Figure 5). This is a worrisome trend in a 

region with such a high cost of housing, food and other necessities. 
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Figure 5. Bay Area Households by Income Category, 2010-2040 

 

 

Housing Forecast 

The Association of Bay Area Governments based its housing production forecast on expected 

household income and demand, past housing production trends, and local plans (including 

planned zoning changes). It also assumed the following: 

 Existing policies and programs to produce housing will be retained and enhanced. 

 A replacement mechanism will be found to fund and implement many of the functions 

that were performed by California redevelopment agencies before Gov. Jerry Brown 

signed legislation abolishing those agencies in June 2011. 

 Some aging baby boomers will move to residential care facilities or other group housing. 

 An estimated 40,000 vacant or foreclosed homes will be reabsorbed into the region’s 

housing supply. 

 

Demand for Multi-Unit Housing in Urban Areas Close to Transit Expected to Increase 

The Bay Area has produced an average of just over 23,000 housing units annually since the 

1980s.  Single-family homes represent the majority of housing production in recent decades.  

Most of these homes were built on undeveloped land in suburban locations that provided 

housing for the post-war baby boom generation and their families. However, according to the 

Urban Land Institute’s What’s Next? Real Estate in the New Economy (2011), recent trends 

suggest that cities once again are becoming centers of population growth, including in the Bay 

Area. On average, construction of multifamily housing in urban locations in the Bay Area 

increased from 35 percent of total housing construction in the 1990s to nearly 50 percent in the 

2000s, and in 2010 it represented 65 percent of all housing construction (Figure 6). 
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Figure 6. Bay Area Housing Construction by Type, 1990-2010 

 

Source: US Census 

 

 

Based upon the emerging demographic changes and employment growth forecasts previously 

discussed, an annual average of approximately 22,000 units (95 percent of the annual average 

since the 1980s) or 660,000 new homes are forecast to be constructed by 2040. This projection 

of new homes is marginally higher than the 600,000 new homes estimated by UC Berkeley, 

whose estimate was based on historical housing production trends.  The regional forecast 

assumes that strong housing policies will push housing demand and housing production levels 

up in the region in comparison to past trends.  Demand for multifamily housing is projected to 

increase as seniors downsize and seek the greater access to shops and services that urban 

locations provide. Multi-generational household growth, along with population growth of those 

aged 34 and under, is also expected to increase demand for multifamily housing in urban 

locations. Market demand for new homes will tilt toward townhomes, condominiums and 

apartments in developed areas. These homes are typically closer to transit, shops and services 

than the single-family residential development pattern of earlier decades.   

 

Market demand for housing near transit also is expected to increase. According to the University 

of Southern California Population Dynamics Research Group’s The 2010 Census Benchmark for 

California’s Growing and Changing Population (2011), people aged 55 and over are more likely 

to prioritize public transportation, walking, access to shops and services, and multifamily 

housing than do other households. Young singles prefer similar locations with urban amenities, 

and they prioritize short commutes. These demographic changes represent substantial shifts 

that are expected to contribute to the Bay Area’s recovery from the Great Recession. For 

example, the regional real estate market already is showing signs of recovery.  

 

The current single-family housing stock provides a large supply relative to future demand, and 

an oversupply is projected by 2040. This oversupply is expected to dampen production of 

multifamily housing, as some households opt instead for single-family homes that are made 

more affordable due to the excess supply. Despite lower demand for newly constructed single-
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family homes, some production will occur as the Bay Area housing market gradually adjusts to 

these changing demographics. 

 

Looking Ahead 

The population, employment and housing forecasts provide information to help determine how 

the region will house its new residents and workforce looking forward to 2040. The forecasts 

summarized here were used to develop the land use distribution discussed in the next section. 

The forecasts and future land use distribution also will affect Bay Area travel patterns, and have 

informed the transportation investment strategy for Plan Bay Area.  It should be noted that Plan 

Bay Area and its related forecasts will be updated every four years. 
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3. DISTRIBUTION OF FORECASTED JOBS AND HOUSING 

ABAG and MTC developed a variety of land use and transportation scenarios that distributed 

the total amount of growth forecasted for the region to specific locations. These scenarios sought 

to address the needs and aspirations of each Bay Area jurisdiction, as identified in locally 

adopted general plans and zoning ordinances, while meeting Plan Bay Area performance targets 

adopted by the agencies to guide and gauge the region’s future growth. The framework for 

developing these scenarios consisted of the pre-existing Priority Development Areas (PDAs) and 

Priority Conservation Areas (PCAs) chosen by local governments. ABAG and MTC created the 

scenarios through a transparent, deliberative process, during which public input was sought at 

every step along the way. After further modeling, analysis and public engagement, the five initial 

scenarios were narrowed down to a single preferred land use scenario. This scenario and 

resulting development pattern represent the Sustainable Communities Strategy (SCS) that Plan 

Bay Area must include in the Regional Transportation Plan, as mandated by Senate Bill 375. The 

preferred land use scenario is a flexible blueprint for accommodating growth over the long term. 

 

LAND USE OBJECTIVES 

As required by SB 375, the land use distribution in Plan Bay Area identifies the locations that 

can accommodate future growth, including the scale and type of growth most appropriate for 

different types of locations. In order to meet the Bay Area’s greenhouse gas (GHG) emissions 

reduction and housing targets, and to make progress toward meeting the other adopted 

performance targets, the plan encourages future job and population growth in existing 

communities with access to existing or planned transportation investments. The land use 

pattern seeks to achieve four comprehensive objectives:  

1. Create a network of complete communities – Building on the PDA framework of 

complete communities that increase housing and transportation choices, the plan 

envisions neighborhoods where transit, jobs, schools, services and recreation are 

conveniently located near people’s homes. 

2. Increase the accessibility, affordability and diversity of housing – The 

distribution of housing in the Bay Area is critical, given its importance to individuals, 

communities and the region as a whole. The Bay Area needs sufficient housing options to 

attract the businesses and talented workforce needed for a robust future economy. 

3. Create jobs to maintain and expand a prosperous and equitable regional 

economy – The plan seeks to reinforce the Bay Area’s role as one of the most dynamic 

regional economies in the United States. It focuses on expanding the existing 

concentration of knowledge-based and technology industries in the region, which is a key 

to the Bay Area’s economic competitiveness. 

4. Protect the region’s unique natural environment – The Bay Area’s greenbelt of 

agricultural, natural resource and open space lands is a treasured asset that contributes 

to residents’ quality of life and supports regional economic development. 
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LAND USE DISTRIBUTION APPROACH 

There are two main inputs for the Plan Bay Area land use distribution process. The first input is 

California Senate Bill SB 375, under which the Bay Area is required to identify a land use pattern 

that will:  

 
1. Help the region achieve its GHG emissions reduction target of reducing per-

capita CO2 emissions from cars and light-duty trucks by 7 percent by 2020 and by 15 

percent by 2035; and  

2. House 100 percent of the region’s projected 25-year population growth by 

income level (very-low, low, moderate, above-moderate) without displacing current low-

income residents.  

 
The second input is the long-term growth forecast developed using historic and future 

demographic trends, as described above.  In addition to these inputs, the land use distribution 

emphasizes growth in locally identified Priority Development Areas (PDAs) along the region’s 

core transit network and accommodates 100 percent of new growth within existing urban 

growth boundaries and urban limit lines. It also emphasizes protection for the region’s 

agricultural, scenic and natural resources areas, including Priority Conservation Areas. 

 

The 191 adopted PDAs are existing neighborhoods nominated by local jurisdictions as 

appropriate places to concentrate future growth that will support the day-to-day needs of 

residents and workers in a pedestrian-friendly environment served by transit. Emphasizing 

higher levels of growth in these locations means that many neighborhoods, particularly 

established single-family home neighborhoods, will see minimal future change. A key part of the 

PDA strategy is to move away from an unplanned “project-by-project” approach to growth, 

toward the creation of complete communities that meet the needs of existing and new residents 

and workers. 

 

Priority Conservation Areas (PCAs) comprise over 100 regionally significant open spaces for 

which there exists broad consensus for long-term protection, but which face nearer-term 

development pressures. They are a mechanism for implementing Plan Bay Area—particularly in 

the North Bay, where they are central to the character and economy of many communities, and 

they ensure that Plan Bay Area considers farmland and resource areas in keeping with Senate 

Bill 375. The PCAs and PDAs complement one another: promoting compact development within 

PDAs takes development pressure off the region’s open space and agricultural lands. 
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JOB GROWTH 

Employment Distribution Approach  

Responding to Business Location Trends 

Plan Bay Area’s distribution of jobs throughout the region is informed by changing trends in the 

locational preferences of the wide range of industry sectors and business place types in the Bay 

Area. These trends capture ongoing geographic changes, as well as changes in the labor force 

composition and workers’ preferences. Overall, the changing needs of businesses suggest a 

transition toward a more focused employment growth pattern for the Bay Area. This focused 

growth takes a variety of forms across the various employment centers throughout the region, 

summarized below. 

 

 Knowledge-based, culture and entertainment at regional centers 

The growth of the professional services sector is expected to result in more jobs in 

Downtown San Francisco, Downtown Oakland, and Downtown San Jose—assuming an 

appropriate provision of infrastructure, transit and access to affordable housing. These 

downtown areas also have attracted international business and leisure travelers, as well 

as artists and entertainers, fueling the rise of leisure and cultural activities. Similar to the 

growth of San Francisco’s financial district in the 1970s, the Bay Area is attracting new 

businesses and workers seeking to locate near related firms, services and amenities. 

These businesses and professionals seek flexible building spaces and require less office 

space per worker compared to traditional office space expansion in downtown areas.   

 Multiple activities and transit at office parks 

Office parks are expected to continue to accommodate a growing number of employees.  

However, given the limited land available for new office parks, available vacant office 

space, and the preference for walkable, transit-served neighborhoods by growing 

numbers of employers, office parks are expected to grow at a slower pace than in past 

decades. Many existing office parks are changing to use less space per worker, provide 

direct transit access, and even offer housing, services and other amenities. Growing 

numbers of businesses, particularly in San Mateo and Santa Clara counties, are 

providing private shuttle services to help their employees commute to work. Increasing 

and improving transit access to office parks will lessen, but not fully mitigate, increased 

traffic congestion related to employment growth. 

 Downtown areas and transit corridors serving residents 

Over the last decade, medium and small cities throughout the region have been 

expanding the range of services and jobs provided in their downtown areas.  The 

increase in the senior population, combined with the region’s changing ethnic profile, is 

expected to increase the demand for local services, housing and transportation choices 

across the region, including in many of these medium and small downtown areas. Many 

of these locations have been identified as PDAs and have shown increased 
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concentrations of knowledge-based jobs in the arts, recreation, and health and education 

sectors. 

 New vitality of industrial and agricultural lands 

Manufacturing and wholesale distribution have experienced declining employment in 

many of the region’s key industrial areas. However, in recent years a different and very 

diverse mix of businesses has relocated to some of these Bay Area locations4.  In addition 

to basic services such as shuttle operations and refuse collection, or traditional uses such 

as concrete plants, industrial lands are now occupied by food processing, high tech 

product development, car repair, graphic design and recycling businesses, among others. 

The building and space needs of these businesses make traditional industrial lands 

attractive. These new businesses also provide essential support to other sectors of the 

economy and vital services to nearby residents. 

The trends in agricultural lands have paralleled those of industrial lands in the 

increasing diversity of activities. However, growth on agricultural land is driven mainly 

by increased services and tourism. The Bay Area’s wealth of agricultural land is 

unparalleled among the nation’s largest metropolitan regions, providing fresh produce 

and other high quality agricultural products and supporting a world-renowned wine 

industry. Beyond promoting tourism, the abundance of agricultural land and open space 

contributes to the quality of life for Bay Area residents and is a draw for people 

considering relocating from outside the region. 

 

Employment Distribution Methodology 

The distribution of new employment growth considers job growth by sector and is linked to 

input from local residents and planning departments. Employment growth is organized under 

three major groups: knowledge-sector jobs, population-serving jobs and all other jobs.  

 

The number of knowledge-sector jobs – such as jobs in information technology companies, legal 

or engineering offices, or biotechnology firms – is expected to grow based on the current 

concentrations of these jobs, the specialized skills and experience required to perform these 

jobs, and past growth in the sector.  Jobs included in the knowledge-sectors are shown in Table 

5.  

  

                                                           
4  Based on observed recent trends; further research and analysis would be needed to determine a sector breakdown 

and geographic origins of these businesses.   
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Table 5. Knowledge-based Job Sectors 

NAICS* Industry Sectors Employment Sectors 

51 Information 

52, 53 Financial and Leasing 

54-56 Professional and Managerial Services 

* North American Industrial Classification System 

 

The number of population-serving jobs, such as those in retail stores or restaurants, is expected 

to grow in a manner reflecting the distribution of future household growth. Jobs included in the 

population-serving sectors .are shown in Table 6. 

 

Table 6. Population-Serving Job Sectors 

NAICS* Industry Sectors Sector / Group Name 

23 Construction 

44-45 Retail Trade 

61-62 Educational Services; Health Care & Social Assistance 

72  Accommodation and Food Services 

* North American Industrial Classification System 

 

The number of jobs in all other sectors, including the government, agriculture and 

manufacturing sectors is expected to grow according to the existing distribution of jobs in each 

of these sectors. Finally, the employment growth distribution also is linked to access to transit 

service, which continues to be a major draw for both employers and employees. 

 

Data Sources and Uses 

California Department of Transportation Sector Forecast (Caltrans) 

Caltrans uses an econometric model to project employment by industry out to 2040 for each 

county in California. The agency’s model uses variables and assumptions taken from the UCLA 

Anderson Forecast and historic employment data from the California Employment 

Development Department (EDD). The most recent projections were released in August 2011, 

titled California County-Level Economic Forecast: 2011-2040. In comparison, the most recent 

EDD and BLS projections available date from 2008 and 2009. A complete description of the 

2011 Caltrans projection methodology and data out to 2040 is available at: 

http://www.dot.ca.gov/hq/tpp/offices/eab/socio_economic.html. 
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Center for Continuing Study of the California Economy (CCSCE) 

CCSCE uses national short-term and long-term economic and demographic forecasts to prepare 

long-term regional economic projections by industry sector. Details on the CCSCE methodology 

and analysis are provided in a report, Bay Area Job Growth to 2040: Projections and Analysis. 

 

Walls & Associates / Dun and Bradstreet (NETS) 

Walls & Associates converts Dun and Bradstreet archival establishment data into a time-series 

database of establishment information called the National Establishment Times-Series (NETS) 

Database. ABAG has analyzed the NETS data to provide information on the spatial distribution 

of jobs at the jurisdiction and PDA level by employment sector, as well as changes in spatial 

distribution at these geographies from 1989-2009. More information on the NETS data is 

available at: http://www.youreconomy.org/nets/?region=Walls 

 

2010 Employment Distribution 

Current employment was based on total jobs by sector as detailed in Bay Area Job Growth to 

2040: Projections and Analysis, prepared by Stephen Levy at the Center for Continuing Study 

of the California Economy (CCSCE). This is derived from California EDD wage and salary job 

estimates plus estimates for self-employed workers developed from the 1990 and 2000 Census 

and American Community Survey annual estimates. The distribution to the counties is based 

upon 2010 sector totals by county from the Caltrans forecast. National Establishment Time-

Series (NETS) data is used to distribute jobs by PDA and jurisdiction for each sector within each 

county. 

 

2040 Employment Distribution 

Employment by Economic Sector and County 

The first step in the employment distribution was to determine the composition of employment 

in 2040 by different industry sectors for the region as a whole. This was derived from the Center 

for Continuing Study of the California Economy’s Bay Area Job Growth to 2040: Projections 

and Analysis (February 2012). The next step was to distribute 2040 job numbers among the 

nine counties for each industry sector based upon county shares of regional employment, as 

reported in Caltrans’ California County-Level Economic Forecast: 2011-2040 (August 2011). 

Employment by Jurisdiction and Priority Development Area 

The distribution of employment by jurisdiction and Priority Development Area was calculated as 

a share of county growth for each industry sector using five growth distribution factors. The first 

three distribution factors are based upon the type of job. The fourth and fifth distribution factors 

are local planning assumptions and the locations of resource areas and farmlands, respectively: 

 

1. Population-serving jobs ratio: For jobs that provide services to households, 

employment location is dependent upon where people live. As a result, growth of these 
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jobs was distributed based upon the geographic distribution of household growth in the 

region.  The ratio of jobs included in the population-serving category is as follows: 14% of 

new Construction jobs, 48% of new Retail jobs, 60% of new Health and Education jobs, 

and 36% of new Leisure and Hospitality sector jobs. 

 

2. Knowledge-sector jobs index: For jobs in the professional and business services, 

information and finance sectors, a “knowledge strength index” was used to weight the 

distribution of jobs within each county at the jurisdiction level. The index weights 

jurisdiction growth based upon multiple factors related to total employment, knowledge-

sector employment, knowledge-sector county locations, each jurisdiction’s share of total 

jobs in the county, the jurisdiction’s share of knowledge-sector jobs in the county, 

employment density, and transit service and coverage. The index reflects the tendency of 

these jobs to be located in areas with already high concentrations of similar companies 

and a shared labor pool.  Table 7 shows the relative weights of each index factor. The 

maximum deviations for any jurisdiction from existing shares in these sectors based 

upon the index weighting was +9 percent and -3 percent of county growth. The index 

allocation to jurisdictions was adjusted downward for smaller residential communities 

with limited land capacity to increase employment. PDAs received a 10 percent increase 

in share of jurisdiction growth in these sectors over existing shares. 

 
Table 7. Knowledge Strength Index 

Knowledge Strength Index Factor Variable Weight 

Size of Employment Base Average total employment 1990-2010 0.1 

Size of Knowledge-based sector Average knowledge employment 1990-

2010 
0.1 

Knowledge-based concentration  Knowledge sectors location quotient 2010 0.2 

Job Gravity Share of county's jobs 2010 0.1 

Knowledge-based Growth Capture Share of knowledge-based job growth in 

county ‘90-‘00 
0.1 

Density of Employment Employees/sq mile 0.15 

Transit frequency Average combined headway 2009 

(minutes) 
0.2 

Transit coverage % Intersections with Transit 0.05 

Source: ABAG 
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3. Existing employment share for all other jobs: For the remaining sectors, 

employment growth was distributed based upon the existing distribution in 2010, using 

data from the National Establishment Times-Series (NETS) database, which provides 

employment information by location of business establishments at a high level of 

geographical resolution. 

 

4. Local planning assumptions: This information, including locally-adopted general 

plans and neighborhood plans, was supplied by local planning departments. Following 

the distribution of jobs by sector, outlined above, staff reviewed job capacity information 

for Priority Development Areas provided by local jurisdictions (either directly as 

feedback on prior scenarios, in PDA application materials and assessment surveys, or in 

regional land use data collected by ABAG). Where there was additional job growth in a 

jurisdiction and capacity identified for that growth in Priority Development Areas, the 

PDA employment numbers were increased to reflect the local plans. Additionally, shifts 

among PDAs within a jurisdiction were made to better reflect where growth was planned 

for by local jurisdictions. 

 

5. Resource areas and farmland: This information, derived from farmland and resource 

lands, the locations of Priority Conservation Areas, and the urban growth boundaries, 

was checked against the growth distribution to ensure that employment growth was not 

impacting resource areas.  

 

2040 Employment Distribution Highlights 

The combined effect of the growth distribution factors directs job growth toward the region’s 

larger cities and Priority Development Areas with a strong existing employment base and 

communities with stronger opportunities for knowledge-sector jobs. As a result, almost 40 

percent of the jobs added from 2010 to 2040 will be in the region’s three largest cities – San 

Jose, San Francisco and Oakland – which accounted for about one-third of the region’s jobs in 

2010. Nearly two-thirds of the overall job growth is anticipated to be in PDAs throughout the 

region. Map 1 shows where the region is expected to add jobs during this time period.   

 

Due to the strength of the knowledge sector, nine of the 15 cities expected to experience the 

greatest job growth are in the western and southern part of the region surrounding Silicon 

Valley (Table 8).  The remaining communities expecting high levels of job growth are in the East 

Bay and North Bay, relying on their strong roles in the current economy, diverse employment 

base, and their proximity to a large base of workers.  In sum, the 15 cities expected to experience 

the most job growth will account for roughly 700,000 jobs, or just over 60 percent of the new 

jobs added in the region by 2040. 
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Table 8. SF Bay Area Total Job Growth 2010-2040, Top 15 Cities 

Rank Jurisdiction 
Total Jobs 2010-2040 Job Growth 

2010 2040 Total Growth Percent Growth* 

1 San Francisco 568,720 759,500 190,780 34% 

2 San Jose 377,140 524,510 147,380 39% 

3 Oakland 190,490 275,760 85,260 45% 

4 Santa Clara 112,890 146,180 33,290 29% 

5 Fremont 90,010 120,000 29,990 33% 

6 Palo Alto 89,690 119,470 29,780 33% 

7 Santa Rosa 75,460 103,940 28,470 38% 

8 Berkeley 77,110 99,330 22,220 29% 

9 Concord 47,640 69,450 21,810 46% 

10 Sunnyvale 74,810 95,600 20,790 28% 

11 San Mateo 52,540 72,950 20,410 39% 

12 Hayward 68,140 87,820 19,680 29% 

13 Redwood City 58,080 77,480 19,400 33% 

14 Walnut Creek 41,720 57,380 15,660 38% 

15 Mountain View 47,950 63,590 15,640 33% 

*Percentage growth figures may appear inaccurate due to rounding. 

Source: ABAG (2013) 
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Map 1. Density of Job Growth, 2010-2040 

Source: ABAG (2013)  
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HOUSING GROWTH  

Housing Distribution Approach  

Supporting Equitable and Sustainable Development 

The Plan Bay Area housing distribution is guided by the policy direction of the ABAG Executive 

Board, which voted in July 2011 to support equitable and sustainable development by 

“maximizing the regional transit network and reducing GHG emissions by providing convenient 

access to employment for people of all incomes.” This was accomplished by distributing total 

housing growth numbers to: 1) job-rich cities that have PDAs or additional areas that are PDA-

like, 2) areas connected to the existing transit infrastructure, and 3) areas that lack sufficient 

affordable housing to accommodate low-income commuters. 

 

Housing Distribution Methodology 

As with the 2040 employment distribution, the methodology for distributing new housing 

throughout the Bay Area involves the use of growth distribution factors: 

 Level of transit service: The highest level of transit service in an area was used to 

group each area into one of three regional transit tiers. Places with high levels of transit 

service were assigned more growth, with the goal of utilizing the existing transit 

infrastructure more efficiently and leveraging the region’s emphasis on operating and 

maintaining the current transit system. 

 Vehicle miles traveled (VMT) per household: Housing growth was directed to 

locations expected to result in the lowest greenhouse gas emissions. This adjustment was 

based on a measure of the use of Bay Area freeways and roads called “vehicle miles 

traveled” (VMT). One vehicle (regardless of the number of passengers) traveling one mile 

constitutes one “vehicle mile.” The number of vehicle miles traveled is highly correlated 

with greenhouse gas emissions. VMT data was derived from MTC’s Regional Travel 

Demand Model. 

 Employment by 2040: To link housing growth more closely to job centers, the initial 

housing distribution was adjusted by an employment factor for each area, based on the 

total 2040 employment for each jurisdiction. 

 Low-wage workers in-commuting from outside the Bay Area: This factor shifts 

housing growth to places that are importing many low-income workers. “Longitudinal 

employment and household dynamics” data from the U.S. Census Bureau was used to 

determine the number of workers commuting to and from a jurisdiction by income 

category in 2009 and previous years.  

 Housing values: To recognize places with high-quality services (schools, parks, 

infrastructure, etc.), the initial housing distribution was adjusted by a housing value 

factor, based on a jurisdiction’s median home value in 2010. Data from 2010 U.S. 

Census.  
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 Local planning assumptions: This information, including locally-adopted general 

plans and neighborhood plans, was supplied by local planning departments. 

 Resource areas and farmland: This information was derived from farmland and 

resource lands, the locations of Priority Conservation Areas, and the urban growth 

boundaries.  

 

Data Sources 

2010 Census Summary File 1 (U. S. Census Bureau) 

The U.S. Census counts every resident in the United States.  It is mandated by Article I, Section 

2 of the Constitution and takes place every 10 years.  National and state population totals from 

the 2010 Decennial Census were released on December 21, 2010.  Redistricting data, which 

include additional state, county and local counts, were released starting in February 2011.  

Decennial Census population, housing unit, housing vacancy (including seasonal vacancies), and 

household data for the region were obtained from the 2010 Census Summary File 1: 

http://factfinder2.census.gov/main.html 

 

Longitudinal Employment and Household Dynamics (U. S. Census Bureau) 

The Longitudinal Employment and Household Dynamics (LEHD) program uses statistical and 

computing techniques to combine federal and state administrative data on employers and 

employees with core Census Bureau censuses and surveys.  The program provides employment 

statistics on employment, job creation, turnover, and earnings by industry, age and sex at the 

local, state, county and sub-county.  More information on the LEHD data is available at:  

http://lehd.did.census.gov/led/ 

 

Regional Travel Demand Model (MTC) 

Vehicle miles traveled (VMT) data at the Transportation Analysis Zone (TAZ) level from the 

Alternative Scenarios were obtained via MTC’s Regional Travel Demand Model.  

 

National Establishment Times-Series (Walls & Associates / Dun and Bradstreet) 

Walls & Associates converts Dun and Bradstreet archival establishment data into a time-series 

database of establishment information called the National Establishment Times-Series (NETS) 

Database.  The NETS data is gathered by individual business and includes number of jobs, 

industry type, and location. ABAG has analyzed the NETS data to provide information on the 

spatial distribution of jobs at the jurisdiction and PDA level by employment sector, as well as 

changes in spatial distribution at these geographies from 1989-2009.  More information on the 

NETS data is available at: http://www.youreconomy.org/nets/?region=Walls 

 

2010 Housing Distribution 

The 2010 regional housing unit and household distribution was based on block-level data from 

the U.S Census Bureau’s 2010 Decennial Census. 
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2040 Housing Distribution 

The initial basis for distributing household growth to each area in the region was a locally-based 

assessment of housing development potential through 2040. This assessment was based on 

general plans, specific plans, and zoning ordinances adopted by local governments5; feedback 

provided by jurisdictions6; and, for PDAs, the scale of growth associated with the locally-selected 

Place Type7. Housing unit growth was added to an area’s 2010 total housing units to determine 

the area’s “Base Housing Unit Growth”. 

 

The following step-by-step methodology was then applied to each area’s Base Housing Unit 

Growth:  

 

1. The Base Housing Unit Growth for each area was adjusted based on the factors 

related to transit and vehicle miles traveled per household: 

Transit: The highest level of transit service in an area was used to group each area in the 

region into one of three transit tiers. Places with high levels of transit service were 

assigned more growth, with the goal of utilizing the existing transit infrastructure more 

efficiently. The three transit tiers are: 

 
Transit Tier 1:  BART, Muni Metro, VTA Light Rail, Caltrain 

High-frequency heavy rail and light rail: locations with substantial existing transit 

investments that generally provide higher-frequency access region-wide, particularly 

to major job centers. 

Transit Tier 2: ACE, Amtrak Capital Corridor, SMART, eBART, Bus Rapid Transit 

(BRT) corridors 

Low-frequency heavy/commuter rail, future heavy rail, BRT/rapid bus corridors: 

locations with less convenient access to major job centers and future transit 

investment areas, generally providing access sub-regionally, rather than region-wide. 

Transit Tier 3: All other transit (bus, ferry, etc.) 

Locations served by locally-serving and lowest frequency transit. 

                                                           
5 ABAG collects existing and planned land use data from local jurisdictions. The land use database includes local 

zoning and general plan designations along with allowable densities and intensities for development. Development 
potential up to 2040 for each area within the region was determined via analysis of these local zoning and land use 
designations. The land use database includes information from adopted general plans and zoning ordinances only, 
so the capacity reflected in the scenarios may reflect lower (or higher) capacity than what jurisdictions are currently 
planning. 

6 Local feedback on the SCS scenarios through letters, emails, meetings, and the SCS Basecamp forum, the PDA 
Assessment, and new applications for PDA designation provided detailed information on planned growth in specific 
PDAs and jurisdictions and constraints to growth. 

7 Local jurisdictions have defined their PDAs as regional centers, city centers, suburban centers or transit town 
centers, among other Place Types according to existing conditions and local expectations for the character, scale, 
and density of future growth. The level of growth in each of the region’s PDAs reflects its role in achieving regional 
objectives. See MTC’s Station Area Planning Manual for a description of the attributes of each Place Type. 
http://www.mtc.ca.gov/planning/smart_growth/stations/Station_Area_Planning_Manual_Nov07.pdf 
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Vehicle Miles Traveled Per Household8: Housing growth was directed to locations 

expected to result in the lowest greenhouse gas emissions. This adjustment was based 

VMT per household for each area, since this measure is highly correlated with 

greenhouse gas emissions. Each place was assigned to one of the VMT tiers shown in 

Table 9. 

 

Table 9. VMT Tiers 

VMT per Household VMT Tier 

0-25 vmt/hh Tier 1 

25-35 vmt/hh Tier 2 

35-45 vmt/hh Tier 3 

45+ vmt/hh Tier 4 

 

 

Each place’s Transit Tier and VMT Tier were combined to create a Transit-VMT Tier 

Adjustment Rate, as shown in Table 10. 

 

 

Table 10. Transit-VMT Tier Adjustment Rates 

Transit Tier VMT Tier Growth Adjustment Rate 

1 1 1.1 

1 2 1.25* 

1 3 1.2 

1 4 1.15 

2 1 1.25 

2 2 1.2 

2 3 1.15 

2 4 1 

3 1 1.2 

3 2 1 

3 3 1 

3 4 0.75 
 

*Transit-VMT Tier 1-2 growth adjustment rate is higher than that for Tier 1-1 to ensure that 

housing growth was not over-allocated to areas that are already well-performing (primarily 
San Francisco and Oakland PDAs), but instead more evenly spread to areas well-served 
by transit but exhibiting less transit use (as indicated by VMT). 

                                                           
8 This factor is based on VMT by place of residence for all home-based trips. VMT data for each PDA and non-PDA 

area is available from MTC’s Regional Travel Demand Model. The 2040 VMT by Transportation Analysis Zone 
(TAZ) modeled from the best-performing SCS alternative scenario was used to calculate a 2040 VMT per household 
measure for each geographic sub-area used in the distribution. 
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Table 11 shows how the Transit-VMT Tier Adjustment Rates were applied to the Base 

Housing Unit Growth in different types of areas throughout the region. 

 

Table 11. Adjustment to Base Housing Unit Growth Based on Transit and VMT 

Step Area Base Housing Unit 
Growth Growth Adjustment 

1 Any VMT Tier 1 

area 

PDAs: Local feedback 

level of growth 

 

Other areas: land use 

development potential 

Maximum of Base Growth or 

Transit-VMT Tier Rate x Base 

Growth.  No adjustment for PDAs if 

planned level of growth exceeds 

the mid-point of the expected 

amount of housing for the Place 

Type. 

2 All remaining 

PDAs: VMT 

Tiers 2, 3, 4 

Local feedback level of 

growth 

 

Maximum of Base Growth or 

Transit-VMT Tier Rate x Base 

Growth.  No adjustment for PDAs if 

planned level of growth exceeds 

the mid-point of the expected 

amount of housing for the Place 

Type. 

3 All remaining 

non-PDA areas 

(excluding areas 

outside of Urban 

Growth 

Boundaries/Urb

an Limit Lines) 

  Remainder of Regional Control 

Total
9
 x Core Constrained 

Alternative Scenario Share of 

Growth x Transit-VMT Tier Rate 

(less vacant housing units for 

places with vacancy >10%) 

 

2. The next step in the distribution was to apply additional growth factors related to 

sustainability, equity, and economy: 

Employment: To link housing growth more closely to job centers, the initial housing 

distribution was adjusted by an employment factor for each area, based on the total 

2040 employment for each jurisdiction.  

                                                           
9 The Regional Control Total is 660,000, the total number of housing units forecasted to be added to the region 

between 2010 and 2040.  
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Net Low-Income In-Commuting Factor10: This factor shifts housing growth to 

places that are importing many low-income workers.  

Housing Value Factor: To shift housing growth to places that offer high-quality 

services (schools, infrastructure, parks, etc.), the initial housing distribution was 

adjusted by a housing value factor, based on a jurisdiction’s median home value in 

201011.  

The three factors were weighted as follows: 

Table 12. VMT Tiers 

Factor Weight 

Housing Value 3 

Net Low-income In-commuting 2 

2040 Employment 1 

 

Growth in an area was adjusted a maximum of plus or minus 10 percent based on the 

combined factors.  

 

3. In some cases, the growth distribution challenged certain communities with particularly 

rich transit options to grow in a more compact form than called for in their general plans 

in order to meet the region’s performance targets. Additional units were distributed to 

key job centers and locations along the core transit network, including PDAs and non-

PDA areas in the following cities: Millbrae, Oakland, Pleasanton, Redwood City, San 

Francisco, San Jose, San Mateo, San Ramon, Santa Clara, South San Francisco, 

Sunnyvale, and Walnut Creek.12  

 

4. The resulting housing growth allocated to each sub-area was aggregated to provide a 

total amount of growth for each jurisdiction. This total growth was compared to the 

jurisdiction’s feedback. If the growth assigned to a jurisdiction with BART or Caltrain 

stations or with a low amount of VMT per household was less than the locally-identified 

level of growth, the growth allocated to the jurisdiction was increased to meet the local 

feedback. 

 

5. Vacancy absorption was factored into the housing distribution to account for current 

vacant housing units.13 The total number of new units that will have to be built in an area 

                                                           
10 U.S. Census Bureau LEHD data was used to determine the number of workers commuting to and from a 

jurisdiction by income category in 2009 and previous years. 
11 Data from 2010 U.S. Census. 
12 These areas were generally identified based on 2010 and 2040 level of employment, 2010 jobs-housing ratio, and 

level of transit service (particularly focused on BART and Caltrain). 
13

 Data from 2010 U.S. Census. The analysis also excluded seasonal housing units and seasonal vacancies from the 
distribution to ensure they were not counted as available for occupancy by households. 
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to accommodate growth to 2040 was reduced based on the number of existing vacant 

units that are available to accommodate new households in an area.  

 

6. Finally, housing growth was adjusted to account for anticipated levels of growth outside 

PDAs, including that on presently undeveloped land, and to ensure that no county or 

city’s proposed growth substantially deviates from local plans. The jurisdictional level of 

growth was adjusted up or down based on feedback, ensuring that growth in each place 

meets at least 5 percent of existing units (for jurisdictions with population greater than 

10,000). Growth from areas exceeding 115 percent of their locally-identified level of 

growth was re-balanced to areas receiving less than 75 percent of their locally-identified 

level of growth. Only 70 percent of the total units over-allocated were re-distributed to 

under-allocated jurisdictions. The result is that the level of growth in some jurisdictions 

may still exceed the 115 percent threshold. 

 

2040 Housing Distribution Highlights 

While housing growth is closely linked to local plans, as a result of these growth distribution 

factors, more housing growth is directed to locations where the transit system can be utilized 

more efficiently, where workers can be better connected to jobs, and where residents can access 

high-quality services.  Map 2 shows where the region is expected to add housing between 2010 

and 2040. 

 

By emphasizing communities with transportation options and strong employment growth, the 

factors direct substantial housing production to the Peninsula and South Bay, where eight of 15 

cities expected to experience the most housing growth are located (Table 13). In sum, two-thirds 

of the region’s overall housing production is directed to these 15 cities. This development pattern 

preserves the character of the region by focusing growth on less than five percent of the land. 
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Table 13. SF Bay Area Total Housing Unit Growth 2010-2040, Top 15 Cities 

Rank Jurisdiction 
Total Housing Units 2010-2040 Housing Unit  Growth 

2010 2040 Total Growth Percent Growth* 

1 San Jose 314,040 443,320 129,280 41% 

2 San Francisco 376,940 469,430 92,480 25% 

3 Oakland 169,710 221,160 51,450 30% 

4 Sunnyvale 55,790 74,820 19,030 34% 

5 Concord 47,130 65,200 18,070 38% 

6 Fremont 73,990 91,620 17,630 24% 

7 Santa Rosa 67,400 83,430 16,030 24% 

8 Santa Clara 45,150 58,930 13,780 31% 

9 Milpitas 19,810 32,430 12,620 64% 

10 Hayward 48,300 60,610 12,320 26% 

11 Fairfield 37,180 48,300 11,120 30% 

12 San Mateo 40,010 50,200 10,180 25% 

13 Livermore 30,340 40,040 9,700 32% 

14 Richmond 39,330 49,020 9,690 25% 

15 Mountain View 33,880 43,280 9,400 28% 

*Percentage growth figures may appear inaccurate due to rounding. 

Source: ABAG 2013 
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Map 2. Density of Household Growth, 2010-2040 

Source: ABAG (2013)  
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SUMMARY OF JOBS AND HOUSING DISTRIBUTION (2010-2040) 

Reflecting the distribution growth factors’ emphasis on the existing transit network and 

connecting homes and jobs, San Francisco, San Mateo, Santa Clara and Alameda counties 

account for the majority of housing growth (77 percent) and job growth (76 percent).  Within 

these counties, the Bay Area’s three regional centers—San Francisco, San Jose, and Oakland—

will accommodate 41 percent of housing growth and 38 percent of total job growth by 2040. 

Corridors in the inner Bay Area, including El Camino Real/The Grand Boulevard, San Pablo 

Corridor, and East 14th–International Boulevard, also represent a major share of both housing 

and job growth, accommodating 19 percent of regional housing and 11 percent of regional job 

growth.  

 

Contra Costa County accounts for 11 percent of the region’s new jobs and 12 percent of its new 

homes. Concord, Richmond, Pittsburg, and Walnut Creek—all with PDAs centered on BART 

stations—take on the largest shares of the county’s growth.  Overall, PDAs in the county will take 

on 64 percent of the housing growth and 57 percent of the job growth.   

 

Major suburban employment centers in Alameda and Contra Costa Counties, including 

Concord, Walnut Creek, and the Tri-Valley communities of Dublin, Pleasanton, Livermore, and 

San Ramon, account for 9 percent of the Bay Area’s new jobs and 9 percent of its new homes. 

 

With more limited transit access and fewer PDAs, North Bay counties—Marin, Napa, Solano and 

Sonoma—are expected to take on a much smaller share of regional growth, accounting for 10 

percent of new households and 13 percent of new jobs. Much of this growth will be focused in 

PDAs, such as downtown Santa Rosa, Petaluma, Fairfield, and Vallejo. In Marin, 22 percent of 

new jobs and 38 percent of new housing are expected to be located in PDAs, while the share is 

18 percent and 41 percent in Napa County, 33 percent and 63 percent in Solano County, and 45 

percent and 62 percent in Sonoma County. By concentrating growth in the inner Bay Area and 

communities with frequent transit service, this growth strategy will help North Bay communities 

maintain their rural and small-town character. While accommodating a very limited amount of 

new growth, rural centers and corridors will enhance the pedestrian environment and access to 

local services in the traditional downtowns of many of these communities. 

 

Overall, well over two-thirds of all regional growth by 2040 is allocated within Priority 

Development Areas. PDAs are expected to accommodate 78 percent (or 509,000 units) of new 

housing, 77 percent (or 527,000) of new households, and 62 percent (or 690,000) of new jobs. 

As a result, small cities, single-family neighborhoods and rural areas throughout the Bay Area 

are expected to retain the same scale and character. 

 

Table 14 summarizes housing, job and population growth between 2010 and 2040 by county.  

Appendices A and B provide job and housing figures by jurisdiction and PDA.14 

                                                           
14

 Please note that minor modifications were made to the housing and employment distributions in the Draft Plan 

Bay Area, released in March 2013.  These modifications are reflected in the tables in Appendices A and B.  The 

modifications take into account the considerable local input received on the land use plan to date.  Specifically, the 
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modifications reflect: (1) corrections to datasets that were used to develop the jobs and housing distributions in the 

Draft Plan; (2) adjustments to ensure consistency with Regional Housing Needs Allocation (RHNA); and (3) 

adjustments to local jurisdictions growth based on corrections to how the distribution methodology was applied.  

These minor modifications do not affect the conclusions of regional significance in the Draft Environmental Impact 

Report, nor do they impact the regional modeling results in a significant way.  More information on these 

adjustments can be found in Section 2 of the Final Environmental Impact Report of Plan Bay Area. 
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Table 14. SF Bay Area County Housing and Job Growth, 2010-2040 

County 

Employment Housing Units Households Population 

2010 2040 
2010-2040 

2010† 2040 
2010-2040 

2010 2040 
2010-2040 2010 2040 2010-2040 

Total %* Total %* Total %* Total %* 

Alameda 694,450 947,650 253,200 36% 582,550 730,540 147,990 25% 545,140 705,330 160,190 29% 1,510,270 1,987,950 477,680 32% 

Contra Costa  344,920 467,390 122,470 36% 400,260 481,590 81,330 20% 375,360 464,150 88,790 24% 1,049,030 1,338,440 289,420 28% 

Marin 110,730 129,140 18,400 17% 111,210 118,740 7,530 7% 103,210 112,050 8,840 9% 252,410 285,400 32,990 13% 

Napa 70,650 89,540 18,890 27% 54,760 60,830 6,070 11% 48,880 56,310 7,430 15% 136,480 163,680 27,190 20% 

San Francisco 568,720 759,500 190,780 34% 376,940 469,430 92,480 25% 345,810 447,350 101,530 29% 805,240 1,085,730 280,500 35% 

San Mateo 345,200 445,080 99,880 29% 271,030 326,070 55,040 20% 257,840 315,090 57,250 22% 718,450 904,430 185,980 26% 

Santa Clara 926,260 1,229,530 303,270 33% 631,920 842,350 210,430 33% 604,200 818,390 214,190 35% 1,781,640 2,423,470 641,830 36% 

Solano 132,350 179,930 47,580 36% 152,700 175,570 22,870 15% 141,760 168,700 26,950 19% 413,340 511,600 98,260 24% 

Sonoma 192,010 257,460 65,450 34% 204,570 236,480 31,910 16% 185,830 220,740 34,910 19% 483,880 598,460 114,580 24% 

REGION* 3,385,300 4,505,220 1,119,920 33% 2,785,950 3,446,640† 660,000† 24% 2,608,020 3,308,110 700,090 27% 7,150,740 9,299,150 2,148,410 30% 

*Percentage growth figures may appear inaccurate and sum of county totals may not match regional totals due to rounding. 
†
2010 values include seasonal units; Regional 2040 and growth totals include 4,000 seasonal units that were not distributed throughout the region. 

Source: ABAG (2013) 
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APPENDIX A: EMPLOYMENT GROWTH BY JURISDICTION AND PDA 

 



Employment Growth by Jurisdiction and PDA/Investment Area

KEY

Jurisdiction (Bold Italic)

Priority Development Area or Investment Area

Alameda County

Jursidiction or Area Name Place Type 2010 2040 2010-2040‡ % Growth
Alameda 24,070 33,220 9,160 38%

Naval Air Station Transit Town Center 1,220 8,420 7,200

Northern Waterfront Transit Neighborhood 2,440 3,440 1,000

Albany 4,230 5,630 1,400 33%
San Pablo Avenue & Solano Avenue Mixed-Use Corridor 1,920 2,440 520

Berkeley 77,110 99,330 22,220 29%
Adeline Street Mixed-Use Corridor 950 1,630 680

Downtown City Center 15,210 21,600 6,390

San Pablo Avenue * Mixed-Use Corridor 2,400 3,340 950

South Shattuck Mixed-Use Corridor 1,150 1,450 300

Telegraph Avenue Mixed-Use Corridor 1,740 2,560 820

University Avenue * Mixed-Use Corridor 1,410 1,990 580

Dublin 16,810 31,650 14,840 88%
Downtown Specific Plan Area Suburban Center 4,460 5,950 1,490

Town Center Suburban Center 310 3,010 2,700

Transit Center Suburban Center 0 9,030 9,030

Emeryville 16,070 23,610 7,550 47%
Mixed-Use Core City Center 11,280 18,450 7,170

Fremont 90,010 120,000 29,990 33%
Centerville Transit Neighborhood 4,030 4,470 440

City Center City Center 18,770 24,660 5,900

Irvington District Transit Town Center 5,470 5,650 180

South Fremont/Warm Springs Suburban Center 12,890 28,980 16,090

Hayward 68,140 87,820 19,680 29%
Downtown City Center 6,300 9,270 2,970

South Hayward BART Mixed-Use Corridor 320 810 480

South Hayward BART Urban Neighborhood 470 1,610 1,130

The Cannery Transit Neighborhood 1,450 2,320 870

Mission Corridor Mixed-Use Corridor 1,700 2,830 1,120

Livermore 38,450 53,210 14,760 38%
Downtown Suburban Center 2,880 3,710 830

East Side Suburban Center 16,370 24,360 8,000

Isabel Avenue/BART Station Planning Area
Suburban Center 3,300 8,500 5,200

Newark 17,930 23,150 5,220 29%

Dumbarton Transit Oriented Development
Transit Town Center 860 2,100 1,240

Old Town Mixed Use Area Transit Neighborhood 180 390 210

Oakland 190,490 275,760 85,260 45%
Coliseum BART Station Area Transit Town Center 5,160 12,430 7,270

Downtown & Jack London Square Regional Center 88,260 127,710 39,450

Eastmont Town Center Urban Neighborhood 3,460 5,320 1,860

Fruitvale & Dimond Areas Urban Neighborhood 8,150 15,700 7,550

MacArthur Transit Village Urban Neighborhood 10,600 12,880 2,280

Transit Oriented Development Corridors
Mixed-Use Corridor 33,560 41,830 8,270

West Oakland Transit Town Center 7,440 14,910 7,470
Piedmont 1,930 2,410 490 25%
Pleasanton 54,340 69,640 15,300 28%

Hacienda Suburban Center 9,910 15,330 5,410
San Leandro 39,980 52,920 12,940 32%

Bay Fair BART Transit Village Transit Town Center 1,440 2,700 1,260
Downtown Transit Oriented Development * City Center 2,790 2,840 50

East 14th Street * Mixed-Use Corridor 9,010 15,680 6,670
Union City 20,600 25,700 5,100 25%

Intermodal Station District City Center 340 2,810 2,470
Alameda County Unincorporated 34,300 43,600 9,300 27%

Castro Valley BART Transit Neighborhood 2,020 2,980 960

East 14th Street and Mission Street Mixed-Use Corridor 2,740 4,250 1,510

Hesperian Boulevard Transit Neighborhood 1,860 2,600 740

Meekland Avenue Corridor Transit Neighborhood 900 1,330 430

JOBS



Employment Growth by Jurisdiction and PDA/Investment Area

Contra Costa County

Jursidiction or Area Name Place Type 2010 2040 2010-2040‡ % Growth

Antioch 19,090 25,530 6,430 34%
Hillcrest eBART Station Suburban Center 20 3,260 3,250

Rivertown Waterfront Transit Town Center 4,030 4,530 490

Brentwood 8,670 11,660 3,000 34%
Clayton 1,540 1,950 410 27%
Concord 47,640 69,450 21,810 46%

Community Reuse Area Regional Center 170 14,200 14,040

Community Reuse Area Transit Neighborhood 0 3,240 3,240

Downtown City Center 7,850 10,200 2,360

Danville 13,460 17,620 4,160 31%
Downtown Danville Transit Town Center 5,320 7,290 1,970

El Cerrito 5,880 7,310 1,430 24%
San Pablo Avenue Corridor: Del Norte Mixed-Use Corridor 1,850 2,240 390

San Pablo Avenue Corridor: South Mixed-Use Corridor 1,670 2,110 440

Hercules 3,910 6,440 2,530 65%
Central Hercules Transit Neighborhood 800 1,830 1,030

Waterfront District Transit Town Center 1,230 1,890 650

WCCTAC San Pablo Ave Corridor Mixed-Use Corridor 730 1,180 450

Lafayette 9,940 12,430 2,490 25%
Downtown Transit Neighborhood 5,250 6,730 1,480

Martinez 18,320 22,490 4,160 23%
Downtown Transit Neighborhood 4,040 5,110 1,070

Moraga 4,740 5,940 1,190 25%
Moraga Center Transit Town Center 1,140 1,510 360

Oakley 3,750 6,680 2,930 78%
Downtown Transit Town Center 800 1,390 580

Employment Area Suburban Center 680 2,290 1,610

Potential Planning Area Transit Neighborhood 290 880 590

Orinda 5,530 6,940 1,410 25%
Downtown Transit Town Center 3,220 3,980 760

Pinole 6,740 8,490 1,740 26%
Appian Way Corridor Suburban Center 2,430 3,190 750

Old Town Transit Town Center 2,840 3,440 610

Pittsburg 14,180 19,800 5,620 40%
Downtown Transit Neighborhood 1,390 2,500 1,110

Pittsburg/Bay Point BART Station Transit Town Center 140 1,450 1,310

Railroad Avenue eBART Station Transit Town Center 5,610 7,930 2,320

Pleasant Hill 17,370 22,940 5,570 32%
Buskirk Avenue Corridor Mixed-Use Corridor 4,590 6,200 1,610

Diablo Valley College Transit Neighborhood 2,550 4,190 1,640

Richmond 30,790 42,320 11,530 37%

Central Richmond & 23rd Street Corridor
City Center 6,600 8,670 2,070

Central Richmond & 23rd Street Corridor
Mixed-Use Corridor 310 660 350

South Richmond Transit Neighborhood 7,030 9,360 2,340

WCCTAC San Pablo Ave Corridor Mixed-Use Corridor 1,790 3,010 1,210

San Pablo 7,470 9,660 2,190 29%
San Pablo Avenue & 23rd Street Mixed-Use Corridor 5,530 7,510 1,980

Rumrill Boulevard Empl. Investment Area 220 320 100

San Ramon 43,960 58,320 14,370 33%
City Center Suburban Center 10,430 17,800 7,360

North Camino Ramon Transit Town Center 11,430 14,460 3,030

Walnut Creek 41,720 57,380 15,660 38%
West Downtown Suburban Center 7,450 12,070 4,620

Contra Costa County Unincorporated 40,220 54,040 13,820 34%
Contra Costa Centre Mixed-Use Corridor 3,740 4,750 1,010

Downtown El Sobrante Mixed-Use Corridor 940 1,430 490

North Richmond Transit Neighborhood 1,490 1,980 500

Pittsburg/Bay Point BART Station Transit Neighborhood 400 1,150 750

WCCTAC San Pablo Ave Corridor Mixed-Use Corridor 680 990 310
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Employment Growth by Jurisdiction and PDA/Investment Area

Marin County

Jursidiction or Area Name Place Type 2010 2040 2010-2040‡ % Growth

Belvedere 430 480 50 12%
Corte Madera 7,940 8,260 320 4%
Fairfax 1,490 1,820 330 22%
Larkspur 7,190 7,810 620 9%
Mill Valley 5,980 6,790 810 14%
Novato 20,890 24,390 3,490 17%
Ross 510 590 80 16%
San Anselmo 3,740 4,360 610 17%
San Rafael 37,620 44,960 7,340 20%

Civic Center/North Rafael Town Center
Transit Town Center 5,660 6,860 1,200

Downtown City Center 8,250 10,480 2,230

Sausalito 6,220 7,640 1,420 23%
Tiburon 2,340 2,690 340 15%
Marin County Unincorporated 16,380 19,360 2,980 18%

Urbanized 101 Corridor Transit Neighborhood 2,260 2,960 700

Napa County

Jursidiction or Area Name Place Type 2010 2040 2010-2040‡ % Growth

American Canyon 2,920 4,160 1,240 42%
Highway 29 Corridor Mixed-Use Corridor 1,280 2,100 810

Calistoga 2,220 2,640 420 19%
Napa 33,950 44,520 10,570 31%

Downtown Napa & Soscol Gateway Corridor 
Transit Neighborhood 10,950 13,580 2,620

St. Helena 5,340 6,230 890 17%
Yountville 1,600 1,980 380 24%
Napa County Unincorporated 24,630 30,010 5,380 22%

San Francisco County

Jursidiction or Area Name Place Type 2010 2040 2010-2040‡ % Growth

San Francisco 568,720 759,500 190,780 34%
19th Avenue Transit Town Center 9,980 13,570 3,590

Balboa Park Transit Neighborhood 2,690 3,460 770

Bayview/Hunters Point Shipyard/Candlestick 
Point

Urban Neighborhood 19,590 29,260 9,670

Downtown-Van Ness-Geary Regional Center 315,570 368,150 52,580

Eastern Neighborhoods Urban Neighborhood 61,070 70,890 9,820

Market & Octavia Urban Neighborhood 31,850 34,790 2,940

Mission Bay Urban Neighborhood 2,770 27,200 24,430

Mission-San Jose Corridor Mixed-Use Corridor 12,680 18,760 6,080

Port of San Francisco Mixed-Use Corridor 5,430 24,400 18,970

San Francisco/San Mateo Bi-County Area (with 
Brisbane)

Transit Neighborhood 1,720 2,590 860

Transbay Terminal Regional Center 7,950 37,660 29,720

Treasure Island Transit Town Center 260 3,010 2,750
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Employment Growth by Jurisdiction and PDA/Investment Area

San Mateo County

Jursidiction or Area Name Place Type 2010 2040 2010-2040‡ % Growth

Atherton 2,610 3,160 550 21%
Belmont 8,180 10,450 2,270 28%

Villages of Belmont Mixed-Use Corridor 1,250 2,500 1,250

Brisbane 6,780 7,670 890 13%
San Francisco/San Mateo Bi-County Area (with 
San Francisco)

Suburban Center 500 960 460

Burlingame 29,540 37,780 8,240 28%
Burlingame El Camino Real Transit Town Center 12,290 17,920 5,630

Colma 2,780 3,200 420 15%
Daly City 20,760 26,580 5,820 28%

Bayshore Transit Town Center 1,100 3,230 2,130

Mission Boulevard Mixed-Use Corridor 3,770 5,200 1,430

East Palo Alto 2,670 3,680 1,000 38%
Ravenswood Transit Town Center 790 1,210 420

Foster City 13,780 17,350 3,570 26%
Half Moon Bay 5,030 6,020 990 20%
Hillsborough 1,850 2,250 410 22%
Menlo Park 28,890 34,980 6,090 21%

El Camino Real Corridor and Downtown
Transit Town Center 5,620 7,650 2,050

Millbrae 6,870 9,300 2,430 35%
Transit Station Area Mixed-Use Corridor 1,340 3,370 2,040

Pacifica 5,870 7,100 1,230 21%
Portola Valley 1,500 1,770 270 18%
Redwood City 58,080 77,480 19,400 33%

Downtown City Center 10,430 14,060 3,630

BroadwayVeterans Boulevard Corridor
Mixed-Use Corridor 8,480 11,900 3,420

San Bruno 12,710 16,950 4,240 33%
Transit Corridors Mixed-Use Corridor 6,620 10,520 3,900

San Carlos 15,870 19,370 3,510 22%
Railroad Corridor Transit Town Center 1,940 3,090 1,150

San Mateo 52,540 72,950 20,410 39%
Downtown City Center 4,370 6,970 2,600

El Camino Real Mixed-Use Corridor 2,260 5,660 3,410

Rail Corridor Transit Neighborhood 8,810 18,590 9,800

South San Francisco 43,550 53,790 10,240 24%
Downtown Transit Town Center 2,530 6,800 4,270

Woodside 1,760 2,060 310 17%
San Mateo County Unincorporated 23,570 31,180 7,600 32%

Midcoast Rural Investment Area 1,870 2,640 770

City County Association of Governments of San Mateo County 66,960 95,590 28,660 43%
El Camino Real:

Daly City ** Mixed-Use Corridor 3,820 5,210 1,380

Colma Mixed-Use Corridor 2,120 2,400 280

South San Francisco Mixed-Use Corridor 4,740 6,120 1,380

San Bruno ** Mixed-Use Corridor 7,190 10,290 3,100

Millbrae ** Mixed-Use Corridor 4,560 6,280 1,730

San Mateo ** Mixed-Use Corridor 17,100 29,020 11,940

San Carlos ** Mixed-Use Corridor 10,040 12,350 2,300

Redwood City ** Mixed-Use Corridor 7,360 9,670 2,310

Menlo Park ** Mixed-Use Corridor 5,520 7,510 2,000

Uninc Daly City Mixed-Use Corridor 300 410 120

North Fair Oaks Mixed-Use Corridor 3,600 5,650 2,050
Unincorporated County Mixed-Use Corridor 610 680 70
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Employment Growth by Jurisdiction and PDA/Investment Area

Santa Clara County

Jursidiction or Area Name Place Type 2010 2040 2010-2040‡ % Growth

Campbell 27,320 35,170 7,850 29%
Central Redevelopment Area Transit Neighborhood 7,900 10,250 2,340

Cupertino 26,090 33,110 7,030 27%

VTA Cores, Corridors, and Station Areas
Mixed-Use Corridor 10,540 13,780 3,240

Gilroy 17,650 21,960 4,310 24%
Downtown Transit Town Center 2,380 3,620 1,240

VTA Cores, Corridors, and Station Areas
Mixed-Use Corridor 2,380 2,990 600

Los Altos 14,760 18,240 3,480 24%

VTA Cores, Corridors, and Station Areas
Mixed-Use Corridor 5,690 7,250 1,560

Los Altos Hills 2,060 2,540 480 23%
Los Gatos 23,630 29,040 5,410 23%
Milpitas 45,190 57,810 12,630 28%

Transit Area Suburban Center 5,270 9,600 4,330

VTA Cores, Corridors, and Station Areas
Mixed-Use Corridor 310 510 190

Monte Sereno 450 580 120 29%
Morgan Hill 17,570 22,140 4,570 26%

Downtown Transit Town Center 1,670 3,010 1,340

Mountain View 47,950 63,590 15,640 33%
Downtown Transit Town Center 9,450 10,310 860

East Whisman Empl. Investment Area 8,740 12,420 3,680

El Camino Real Corridor Mixed-Use Corridor 5,790 6,660 860

North Bayshore Suburban Center 7,400 15,110 7,700

San Antonio Center Transit Town Center 3,160 4,340 1,180

Whisman Station Transit Neighborhood 650 1,210 560

Palo Alto 89,690 119,470 29,780 33%
California Avenue Transit Neighborhood 3,390 5,060 1,670

San Jose 377,140 524,510 147,380 39%
Bascom TOD Corridor Mixed-Use Corridor 11,530 12,920 1,400

Bascom Urban Village Mixed-Use Corridor 1,710 2,670 960

Berryessa Station Transit Neighborhood 6,150 12,220 6,060

Blossom Hill/Snell Urban Village Mixed-Use Corridor 880 1,720 840

Camden Urban Village Mixed-Use Corridor 5,610 7,640 2,040

Capitol Corridor Urban Villages Mixed-Use Corridor 2,340 5,590 3,250

Capitol/Tully/King Urban Villages Suburban Center 4,090 7,090 3,000

Communications Hill Transit Town Center 3,940 5,660 1,720

Cottle Transit Village Suburban Center 2,550 3,040 490

Downtown "Frame" City Center 26,930 31,320 4,390

East Santa Clara/Alum Rock Corridor
Mixed-Use Corridor 10,020 13,460 3,440

Greater Downtown Regional Center 28,250 56,410 28,160

International Business Park Empl. Investment Area 11,670 19,810 8,130

North San Jose Regional Center 84,660 130,760 46,110

Oakridge/Almaden Plaza Urban Village
Suburban Center 5,440 9,710 4,270

Old Edenvale Empl. Investment Area 6,920 14,750 7,830

Saratoga TOD Corridor Mixed-Use Corridor 3,530 5,540 2,000

Stevens Creek TOD Corridor Mixed-Use Corridor 5,690 8,040 2,350

West San Carlos & Southwest Expressway 
Corridors

Mixed-Use Corridor 8,970 15,660 6,680

Westgate/El Paseo Urban Village Suburban Center 3,440 5,240 1,790

Winchester Boulevard TOD Corridor
Mixed-Use Corridor 4,060 6,850 2,790

VTA Cores, Corridors, and Station Areas
Mixed-Use Corridor 22,590 24,880 2,290

Santa Clara 112,890 146,180 33,290 29%
El Camino Real Focus Area Mixed-Use Corridor 4,400 6,990 2,590

Santa Clara Station Focus Area City Center 10,070 12,820 2,750

VTA Cores, Corridors, and Station Areas
Mixed-Use Corridor 10,320 14,520 4,200
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Employment Growth by Jurisdiction and PDA/Investment Area

Santa Clara County (continued)

Jursidiction or Area Name Place Type 2010 2040 2010-2040‡ % Growth

Saratoga 9,910 11,640 1,730 17%
Sunnyvale 74,810 95,600 20,790 28%

Downtown & Caltrain Station Transit Town Center 3,760 5,680 1,920

East Sunnyvale Urban Neighborhood 8,070 9,260 1,190

El Camino Real Corridor Mixed-Use Corridor 13,220 16,500 3,280

Lawrence Station Transit Village Transit Neighborhood 4,170 5,110 950

Moffett Park Empl. Investment Area 11,450 19,090 7,640

Peery Park Empl. Investment Area 5,990 8,000 2,010

Reamwood Light Rail Station Empl. Investment Area 3,060 3,740 690

Tasman Station ITR Mixed-Use Corridor 1,550 2,530 990

Santa Clara County Unincorporated 39,160 47,940 8,770 22%
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Employment Growth by Jurisdiction and PDA/Investment Area

Solano County

Jursidiction or Area Name Place Type 2010 2040 2010-2040‡ % Growth

Benicia 14,240 18,930 4,680 33%
Downtown Transit Neighborhood 2,540 2,840 300

Northern Gateway Empl. Investment Area 6,780 10,930 4,150

Dixon 4,460 5,780 1,310 30%
Downtown Transit Town Center 560 830 280

Fairfield 39,300 53,310 14,010 36%
Downtown South (Jefferson Street) Suburban Center 2,970 4,280 1,320

Fairfield-Vacaville Train Station Transit Town Center 340 2,650 2,310

North Texas Street Core Mixed-Use Corridor 1,420 2,420 1,000

West Texas Street Gateway Mixed-Use Corridor 1,680 2,890 1,210

Rio Vista 1,790 2,340 550 31%
Downtown Rural Investment Area 670 1,000 330

Suisun City 3,080 4,520 1,440 47%
Downtown & Waterfront Transit Town Center 1,040 1,960 930

Vacaville 29,800 41,120 11,310 38%
Allison Area Suburban Center 900 1,710 810

Downtown Transit Town Center 2,800 3,800 1,000

Vallejo 31,660 43,070 11,410 36%
Waterfront & Downtown Suburban Center 3,640 5,940 2,300

Solano County Unincorporated 8,010 10,870 2,860 36%

Sonoma County

Jursidiction or Area Name Place Type 2010 2040 2010-2040‡ % Growth

Cloverdale 1,570 2,270 700 45%
Downtown/SMART Transit Area Transit Town Center 880 1,390 510

Cotati 2,920 3,860 940 32%
Downtown and Cotati Depot Transit Town Center 650 1,190 550

Healdsburg 6,440 8,210 1,780 27%
Petaluma 28,830 38,690 9,860 34%

Central, Turning Basin/Lower Reach Suburban Center 3,110 8,330 5,220

Rohnert Park 11,730 16,320 4,590 39%
Central Rohnert Park Transit Town Center 3,350 5,170 1,820

Sonoma Mountain Village Suburban Center 140 1,190 1,050

Santa Rosa 75,460 103,940 28,470 38%
Downtown Station Area * City Center 9,250 13,820 4,550

Mendocino Avenue/Santa Rosa Avenue Corridor 
*

Mixed-Use Corridor 23,230 30,080 6,850

North Santa Rosa Station * Suburban Center 8,960 13,060 4,100

Roseland Transit Neighborhood 2,650 3,890 1,240

Sebastopol Road Corridor Mixed-Use Corridor 2,110 3,450 1,340

Sebastopol 5,650 7,300 1,650 29%

Core Area Transit Town Center 5,440 7,010 1,570

Sonoma 6,650 8,650 2,000 30%

Windsor 5,610 7,760 2,150 38%

Redevelopment Area Suburban Center 1,020 1,830 810

Sonoma County Unincorporated 47,150 60,470 13,320 28%

Forestville Rural Investment Area 540 590 50

Graton Rural Investment Area 410 720 320

Guerneville Rural Investment Area 640 980 340

Penngrove Urban Service Area Rural Investment Area 340 610 260

The Springs Rural Investment Area 2,100 2,580 480

* Indicates PDAs that overlap within a jurisdiction.  Job totals for the overlapping areas are assigned to one PDA only, with no duplicate counts.
** Indicates C/CAG El Camino Real PDAs that overlap with another PDA.  Job totals may duplicate jobs already listed in that city. 
‡ Growth figures may appear inaccurate due to rounding
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APPENDIX B: HOUSING GROWTH BY JURISDICTION AND PDA 



Housing Growth by Jurisdiction and PDA/Investment Area

KEY

Jurisdiction (Bold Italic)
Priority Development Area or 
Investment Area

Alameda County

Jursidiction or Area Name Place Type 2010 2040 2010-2040‡ % Growth 2010 2040 2010-2040‡ % Growth
Alameda 32,350 38,250 5,890 18% 30,120 36,570 6,450 21%

Naval Air Station Transit Town Center 1,460 5,470 4,010 1,090 5,040 3,950

Northern Waterfront Transit Neighborhood 1,070 1,830 760 990 1,760 780

Albany 7,890 9,060 1,170 15% 7,400 8,740 1,340 18%
San Pablo Avenue & Solano Avenue Mixed-Use Corridor 1,810 2,060 240 1,690 1,970 280

Berkeley 49,450 58,740 9,280 19% 46,030 55,980 9,950 22%
Adeline Street Mixed-Use Corridor 690 940 250 620 900 280

Downtown City Center 2,690 6,840 4,150 2,570 6,670 4,100

San Pablo Avenue * Mixed-Use Corridor 1,630 2,500 870 1,440 2,340 900

South Shattuck Mixed-Use Corridor 340 460 110 310 440 120

Telegraph Avenue Mixed-Use Corridor 1,110 1,470 360 990 1,400 410

University Avenue * Mixed-Use Corridor 1,480 2,030 550 1,390 1,940 550

Dublin 15,780 24,320 8,530 54% 14,910 23,610 8,700 58%
Downtown Specific Plan Area Suburban Center 830 1,790 960 790 1,750 950

Town Center Suburban Center 4,130 5,990 1,860 3,750 5,770 2,020

Transit Center Suburban Center 670 3,810 3,140 620 3,720 3,100

Emeryville 6,650 12,110 5,470 82% 5,690 11,620 5,930 104%
Mixed-Use Core City Center 4,150 9,620 5,470 3,530 9,300 5,780

Fremont 73,990 91,620 17,630 24% 71,000 89,090 18,090 25%
Centerville Transit Neighborhood 10,850 13,360 2,510 10,360 12,990 2,620

City Center City Center 7,310 10,210 2,900 6,870 9,910 3,040

Irvington District Transit Town Center 7,280 10,260 2,980 6,910 9,990 3,080

South Fremont/Warm Springs Suburban Center 2,330 5,310 2,980 2,180 5,150 2,970

Hayward 48,300 60,610 12,320 25% 45,370 58,850 13,490 30%
Downtown City Center 2,290 5,510 3,220 2,100 5,370 3,280

South Hayward BART Mixed-Use Corridor 180 1,360 1,170 170 1,330 1,160

South Hayward BART Urban Neighborhood 1,800 4,500 2,700 1,660 4,400 2,740

The Cannery Transit Neighborhood 340 1,100 750 330 1,070 740

Mission Corridor Mixed-Use Corridor 1,480 3,320 1,840 1,230 3,210 1,980

Livermore 30,340 40,040 9,700 32% 29,130 38,940 9,800 34%
Downtown Suburban Center 1,020 2,690 1,680 920 2,620 1,710

East Side Suburban Center 100 4,370 4,270 90 4,280 4,200

Isabel Avenue/BART Station Planning 
Area

Suburban Center 530 4,000 3,470 470 3,910 3,440

Newark 13,410 17,100 3,680 28% 12,970 16,640 3,660 28%
Dumbarton Transit Oriented 
Development

Transit Town Center 140 2,550 2,400 140 2,500 2,360

Old Town Mixed Use Area Transit Neighborhood 600 970 370 580 940 370

Oakland 169,710 221,160 51,450 30% 153,790 212,470 58,680 38%
Coliseum BART Station Area Transit Town Center 3,870 10,720 6,850 3,440 10,420 6,980

Downtown & Jack London Square Regional Center 11,910 26,200 14,290 10,630 25,390 14,770

Eastmont Town Center Urban Neighborhood 6,850 7,260 410 5,960 6,840 880

Fruitvale & Dimond Areas Urban Neighborhood 14,210 18,580 4,370 12,840 17,820 4,990

MacArthur Transit Village Urban Neighborhood 8,820 13,910 5,090 8,030 13,410 5,390

Transit Oriented Development 
Corridors

Mixed-Use Corridor 67,370 77,500 10,130 60,970 74,320 13,350

West Oakland Transit Town Center 10,830 17,690 6,870 9,030 16,940 7,920
Piedmont 3,920 4,020 100 3% 3,800 3,890 90 2%
Pleasanton 26,050 33,160 7,110 27% 25,250 32,300 7,050 28%

Hacienda Suburban Center 1,310 4,900 3,590 1,270 4,800 3,530
San Leandro 32,420 39,630 7,210 22% 30,720 38,390 7,670 25%

Bay Fair BART Transit Village Transit Town Center 660 1,560 900 630 1,520 890
Development * City Center 4,210 7,900 3,690 3,930 7,690 3,760

East 14th Street * Mixed-Use Corridor 3,850 4,830 980 3,490 4,610 1,120
Union City 21,260 24,270 3,010 14% 20,430 23,650 3,220 16%

Intermodal Station District City Center 1,060 1,850 800 1,030 1,810 780
Alameda County Unincorporated 51,020 56,470 5,450 11% 48,520 54,590 6,070 13%

Castro Valley BART Transit Neighborhood 1,480 2,150 670 1,400 2,090 690

East 14th Street and Mission Street Mixed-Use Corridor 7,190 9,120 1,930 6,740 8,800 2,060

Hesperian Boulevard Transit Neighborhood 2,860 3,560 690 2,740 3,450 720

Meekland Avenue Corridor Transit Neighborhood 1,400 1,860 460 1,300 1,790 500
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Housing Growth by Jurisdiction and PDA/Investment Area

Contra Costa County

Jursidiction or Area Name Place Type 2010 2040 2010-2040‡ % Growth 2010 2040 2010-2040‡ % Growth

Antioch 34,850 40,340 5,490 16% 32,250 38,790 6,540 20%
Hillcrest eBART Station Suburban Center 160 2,450 2,290 150 2,400 2,250

Rivertown Waterfront Transit Town Center 1,600 3,430 1,830 1,430 3,330 1,900

Brentwood 17,520 19,420 1,900 11% 16,490 18,690 2,190 13%
Clayton 4,090 4,240 150 4% 4,010 4,150 150 3%
Concord 47,130 65,200 18,070 38% 44,280 63,190 18,920 43%

Community Reuse Area Regional Center 150 3,420 3,270 70 3,320 3,240

Community Reuse Area Transit Neighborhood 0 9,120 9,120 0 8,960 8,960

Downtown City Center 4,600 7,740 3,140 4,200 7,530 3,320

Danville 15,930 17,440 1,500 9% 15,420 16,920 1,500 10%
Downtown Danville Transit Town Center 1,450 2,200 750 1,370 2,130 760

El Cerrito 10,720 12,000 1,280 12% 10,140 11,560 1,410 14%
San Pablo Avenue Corridor Mixed-Use Corridor 700 1,180 480 630 1,150 510

San Pablo Avenue Corridor Mixed-Use Corridor 640 1,170 530 590 1,140 550

Hercules 8,550 13,070 4,520 53% 8,120 12,690 4,570 56%
Central Hercules Transit Neighborhood 410 2,850 2,440 400 2,800 2,400

Waterfront District Transit Town Center 690 1,710 1,020 640 1,660 1,020

WCCTAC San Pablo Ave Corridor Mixed-Use Corridor 620 1,340 710 600 1,310 710

Lafayette 9,650 11,020 1,370 14% 9,220 10,640 1,420 15%
Downtown Transit Neighborhood 2,030 2,930 900 1,890 2,840 950

Martinez 14,980 16,240 1,270 8% 14,290 15,690 1,410 10%
Downtown Transit Neighborhood 820 1,510 690 750 1,460 710

Moraga 5,750 6,540 790 14% 5,570 6,350 780 14%
Moraga Center Transit Town Center 440 780 340 430 760 330

Oakley 11,480 17,010 5,520 48% 10,730 16,440 5,720 53%
Downtown Transit Town Center 560 1,740 1,180 520 1,690 1,180

Employment Area Suburban Center 580 1,480 900 560 1,450 890

Potential Planning Area Transit Neighborhood 1,060 2,310 1,260 980 2,240 1,260

Orinda 6,800 7,610 800 12% 6,550 7,340 790 12%
Downtown Transit Town Center 340 550 210 330 530 210

Pinole 7,160 8,240 1,080 15% 6,780 7,970 1,200 18%
Appian Way Corridor Suburban Center 560 1,150 590 520 1,110 590

Old Town Transit Town Center 1,430 1,540 110 1,300 1,470 180

Pittsburg 21,130 28,520 7,390 35% 19,530 27,510 7,990 41%
Downtown Transit Neighborhood 1,870 3,700 1,820 1,600 3,540 1,950

Pittsburg/Bay Point BART Station Transit Town Center 0 1,090 1,090 0 1,070 1,070

Railroad Avenue eBART Station Transit Town Center 3,930 7,470 3,530 3,600 7,240 3,640

Pleasant Hill 14,320 15,530 1,210 8% 13,710 15,060 1,360 10%
Buskirk Avenue Corridor Mixed-Use Corridor 1,730 1,820 90 1,620 1,750 130

Diablo Valley College Transit Neighborhood 360 660 300 330 640 310

Richmond 39,330 49,020 9,690 25% 36,090 47,090 11,000 30%
Central Richmond & 23rd Street 
Corridor

City Center 5,240 5,750 500 4,700 5,480 780

Central Richmond & 23rd Street 
Corridor

Mixed-Use Corridor 690 1,500 820 640 1,460 830

South Richmond Transit Neighborhood 3,590 4,960 1,380 3,250 4,740 1,490

WCCTAC San Pablo Ave Corridor Mixed-Use Corridor 1,870 3,460 1,590 1,710 3,350 1,640

San Pablo 9,570 11,460 1,890 20% 8,760 11,030 2,270 26%
San Pablo Avenue & 23rd Street Mixed-Use Corridor 2,780 4,250 1,470 2,530 4,110 1,580

Rumrill Boulevard Empl. Investment Area 430 430 0 400 410 20

San Ramon 26,220 31,550 5,330 20% 25,280 30,730 5,440 22%
City Center Suburban Center 490 1,410 920 480 1,390 910

North Camino Ramon Transit Town Center 130 1,910 1,780 40 1,820 1,780

Walnut Creek 32,680 40,050 7,370 23% 30,440 38,520 8,080 27%
West Downtown Suburban Center 1,520 4,100 2,580 1,270 3,970 2,700

Contra Costa County Unincorporated 62,400 67,090 4,690 8% 57,710 63,770 6,060 11%
Contra Costa Centre Mixed-Use Corridor 1,910 2,380 470 1,780 2,310 530

Downtown El Sobrante Mixed-Use Corridor 1,810 2,290 480 1,670 2,190 510

North Richmond Transit Neighborhood 1,240 1,530 290 1,030 1,410 380

Pittsburg/Bay Point BART Station Transit Neighborhood 1,170 1,870 700 1,020 1,800 780

WCCTAC San Pablo Ave Corridor Mixed-Use Corridor 1,740 1,910 170 1,590 1,830 240
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Housing Growth by Jurisdiction and PDA/Investment Area

Marin County

Jursidiction or Area Name Place Type 2010 2040 2010-2040‡ % Growth 2010 2040 2010-2040‡ % Growth

Belvedere 1,050 1,070 20 2% 930 970 40 4%
Corte Madera 4,030 4,250 230 5% 3,790 4,080 280 8%
Fairfax 3,590 3,790 210 6% 3,380 3,620 240 7%
Larkspur 6,380 6,770 390 6% 5,910 6,450 540 9%
Mill Valley 6,530 6,920 390 6% 6,080 6,540 460 8%
Novato 21,160 22,220 1,070 5% 20,280 21,450 1,180 6%
Ross 880 940 50 7% 800 860 60 8%
San Anselmo 5,540 5,790 250 5% 5,240 5,530 290 6%
San Rafael 24,010 27,400 3,390 14% 22,760 26,490 3,730 16%

Civic Center/North Rafael Town Center
Transit Town Center 1,990 3,030 1,040 1,900 2,950 1,050

Downtown City Center 2,610 3,960 1,350 2,420 3,830 1,410

Sausalito 4,540 4,790 260 6% 4,110 4,470 350 9%
Tiburon 4,030 4,250 220 5% 3,730 4,000 270 7%
Marin County Unincorporated 29,500 30,550 1,060 4% 26,190 27,580 1,390 5%

Urbanized 101 Corridor Transit Neighborhood 4,580 5,020 440 4,290 4,810 520

Napa County

Jursidiction or Area Name Place Type 2010 2040 2010-2040‡ % Growth 2010 2040 2010-2040‡ % Growth

American Canyon 5,980 7,900 1,910 32% 5,660 7,630 1,980 35%
Highway 29 Corridor Mixed-Use Corridor 440 1,980 1,540 400 1,930 1,530

Calistoga 2,320 2,370 50 2% 2,020 2,130 110 5%
Napa 30,150 33,430 3,280 11% 28,170 32,020 3,860 14%

Downtown Napa & Soscol Gateway 
Corridor 

Transit Neighborhood 800 1,730 940 730 1,670 940

St. Helena 2,780 2,830 60 2% 2,400 2,520 120 5%
Yountville 1,250 1,280 30 2% 1,050 1,110 60 6%
Napa County Unincorporated 12,280 13,030 750 6% 9,580 10,890 1,300 14%

San Francisco County

Jursidiction or Area Name Place Type 2010 2040 2010-2040‡ % Growth 2010 2040 2010-2040‡ % Growth

San Francisco 376,940 469,430 92,480 25% 345,810 447,350 101,540 29%
19th Avenue Transit Town Center 5,220 11,170 5,950 4,790 10,870 6,070

Balboa Park Transit Neighborhood 1,270 3,120 1,850 1,190 3,020 1,830

Bayview/Hunters Point 
Shipyard/Candlestick Point

Urban Neighborhood 11,610 22,520 10,900 10,470 21,770 11,300

Downtown-Van Ness-Geary Regional Center 101,520 128,660 27,150 89,850 121,620 31,770

Eastern Neighborhoods Urban Neighborhood 34,270 45,690 11,420 31,650 43,820 12,170

Market & Octavia Urban Neighborhood 11,950 18,160 6,210 11,130 17,540 6,410

Mission Bay Urban Neighborhood 3,470 6,850 3,390 3,200 6,610 3,410

Mission-San Jose Corridor Mixed-Use Corridor 31,230 32,490 1,260 29,360 30,880 1,510

Port of San Francisco Mixed-Use Corridor 120 1,950 1,830 110 1,910 1,800

San Francisco/San Mateo Bi-County 
Area (with Brisbane)

Transit Neighborhood 1,630 6,880 5,250 1,510 6,720 5,210

Transbay Terminal Regional Center 490 5,210 4,720 190 4,990 4,800

Treasure Island Transit Town Center 690 7,960 7,270 590 7,750 7,160
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Housing Growth by Jurisdiction and PDA/Investment Area

San Mateo County

Jursidiction or Area Name Place Type 2010 2040 2010-2040‡ % Growth 2010 2040 2010-2040‡ % Growth

Atherton 2,530 2,750 220 9% 2,330 2,580 250 11%
Belmont 11,030 12,150 1,120 10% 10,580 11,790 1,210 11%

Villages of Belmont Mixed-Use Corridor 920 1,830 910 890 1,790 900

Brisbane 1,930 2,180 250 13% 1,820 2,090 270 15%
San Francisco/San Mateo Bi-County 
Area (with San Francisco)

Suburban Center 0 0 0 0 0 0

Burlingame 13,030 16,700 3,670 28% 12,360 16,170 3,800 31%
Burlingame El Camino Real Transit Town Center 7,610 10,870 3,260 7,170 10,530 3,360

Colma 430 680 240 58% 410 660 250 61%
Daly City 32,590 36,900 4,310 13% 31,090 35,770 4,680 15%

Bayshore Transit Town Center 1,590 3,580 1,990 1,550 3,510 1,960

Mission Boulevard Mixed-Use Corridor 2,270 3,310 1,050 2,070 3,210 1,150

East Palo Alto 7,820 8,670 860 11% 6,940 8,340 1,400 20%
Ravenswood Transit Town Center 1,030 1,880 860 970 1,830 860

Foster City 12,460 13,350 900 7% 12,020 12,950 930 8%
Half Moon Bay 4,400 4,660 270 6% 4,150 4,410 260 6%
Hillsborough 3,910 4,230 310 8% 3,690 4,010 320 9%
Menlo Park 13,090 15,090 2,000 15% 12,350 14,520 2,170 18%

El Camino Real Corridor and 
Downtown

Transit Town Center 1,130 2,050 920 1,010 1,980 970

Millbrae 8,370 11,400 3,020 36% 7,990 11,050 3,060 38%
Transit Station Area Mixed-Use Corridor 280 2,710 2,420 270 2,650 2,390

Pacifica 14,520 15,130 610 4% 13,970 14,650 680 5%
Portola Valley 1,900 2,020 130 6% 1,750 1,900 160 9%
Redwood City 29,170 37,890 8,720 30% 27,960 36,860 8,900 32%

Downtown City Center 1,060 6,310 5,250 990 6,180 5,190

BroadwayVeterans Boulevard Corridor
Mixed-Use Corridor 770 2,300 1,530 730 2,250 1,520

San Bruno 15,360 19,820 4,460 29% 14,700 19,170 4,470 30%
Transit Corridors Mixed-Use Corridor 4,330 7,660 3,330 4,140 7,450 3,320

San Carlos 12,020 13,800 1,780 15% 11,520 13,390 1,870 16%
Railroad Corridor Transit Town Center 460 1,230 770 440 1,200 760

San Mateo 40,010 50,200 10,180 25% 38,230 48,620 10,390 27%
Downtown City Center 540 1,610 1,070 500 1,560 1,060

El Camino Real Mixed-Use Corridor 880 2,080 1,200 840 2,030 1,200

Rail Corridor Transit Neighborhood 520 5,180 4,660 500 5,080 4,580

South San Francisco 21,810 28,740 6,920 32% 20,940 27,900 6,970 33%
Downtown Transit Town Center 1,590 4,700 3,120 1,510 4,600 3,090

Woodside 2,160 2,250 90 4% 1,980 2,080 110 5%
San Mateo County Unincorporated 22,510 27,470 4,960 22% 21,070 26,170 5,100 24%

Midcoast Rural Investment Area 3,900 4,900 1,000 3,670 4,660 990

City County Association of Governments of San Mateo County 46,710 71,390 24,690 53% 44,100 69,360 25,270 57%
El Camino Real:

Daly City ** Mixed-Use Corridor 5,960 7,230 1,270 5,570 7,000 1,430

Colma Mixed-Use Corridor 410 650 240 390 640 250

South San Francisco Mixed-Use Corridor 5,670 9,200 3,530 5,450 8,970 3,520

San Bruno ** Mixed-Use Corridor 4,350 6,930 2,580 4,150 6,730 2,580

Millbrae ** Mixed-Use Corridor 2,910 5,100 2,190 2,730 4,950 2,230

San Mateo ** Mixed-Use Corridor 13,180 19,990 6,810 12,490 19,400 6,910

San Carlos ** Mixed-Use Corridor 3,570 4,730 1,160 3,350 4,600 1,250

Redwood City ** Mixed-Use Corridor 4,820 7,020 2,210 4,560 6,830 2,280

Menlo Park ** Mixed-Use Corridor 2,850 3,850 1,000 2,650 3,730 1,080

Uninc Daly City Mixed-Use Corridor 400 430 30 320 400 80

North Fair Oaks Mixed-Use Corridor 2,540 6,180 3,640 2,400 6,030 3,630
Unincorporated County Mixed-Use Corridor 50 80 30 40 80 30
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Housing Growth by Jurisdiction and PDA/Investment Area

Santa Clara County

Jursidiction or Area Name Place Type 2010 2040 2010-2040‡ % Growth 2010 2040 2010-2040‡ % Growth

Campbell 16,950 19,990 3,040 18% 16,160 19,440 3,270 20%
Central Redevelopment Area Transit Neighborhood 1,340 2,820 1,470 1,260 2,750 1,490

Cupertino 21,030 24,790 3,760 18% 20,180 24,040 3,860 19%
VTA Cores, Corridors, and Station 
Areas

Mixed-Use Corridor 3,160 5,570 2,410 2,980 5,400 2,420

Gilroy 14,850 17,570 2,720 18% 14,180 17,050 2,870 20%
Downtown Transit Town Center 980 2,910 1,930 880 2,820 1,940

VTA Cores, Corridors, and Station 
Areas

Mixed-Use Corridor 1,880 1,880 0 1,730 1,800 70

Los Altos 11,200 12,310 1,100 10% 10,750 11,850 1,100 10%
VTA Cores, Corridors, and Station 
Areas

Mixed-Use Corridor 750 1,200 450 700 1,160 460

Los Altos Hills 3,000 3,130 130 4% 2,830 2,980 150 5%
Los Gatos 13,050 13,830 780 6% 12,360 13,220 870 7%
Milpitas 19,810 32,430 12,620 64% 19,180 31,680 12,500 65%

Transit Area Suburban Center 790 7,870 7,080 750 7,730 6,970

VTA Cores, Corridors, and Station 
Areas

Mixed-Use Corridor 460 780 320 450 760 310

Monte Sereno 1,290 1,370 80 6% 1,210 1,300 80 7%
Morgan Hill 12,860 16,690 3,830 30% 12,330 16,150 3,820 31%

Downtown Transit Town Center 570 1,990 1,420 510 1,930 1,420

Mountain View 33,880 43,280 9,400 28% 31,960 41,800 9,850 31%
Downtown Transit Town Center 5,240 6,390 1,150 4,790 6,030 1,240

East Whisman Empl. Investment Area 720 720 0 690 690 0

El Camino Real Corridor Mixed-Use Corridor 9,190 11,150 1,960 8,740 10,830 2,090

North Bayshore Suburban Center 360 1,790 1,420 350 1,750 1,410

San Antonio Center Transit Town Center 3,590 6,350 2,760 3,420 6,180 2,770

Whisman Station Transit Neighborhood 670 1,670 1,010 650 1,640 990

Palo Alto 28,220 35,630 7,410 26% 26,490 34,370 7,880 30%
California Avenue Transit Neighborhood 800 1,650 850 750 1,600 850

San Jose 314,040 443,320 129,280 41% 301,370 432,030 130,660 43%
Bascom TOD Corridor Mixed-Use Corridor 680 2,240 1,560 650 2,190 1,540

Bascom Urban Village Mixed-Use Corridor 1,780 2,590 810 1,670 2,520 850

Berryessa Station Transit Neighborhood 1,880 7,990 6,110 1,850 7,850 6,000

Blossom Hill/Snell Urban Village Mixed-Use Corridor 640 1,720 1,080 610 1,690 1,070

Camden Urban Village Mixed-Use Corridor 490 1,480 1,000 480 1,460 980

Capitol Corridor Urban Villages Mixed-Use Corridor 860 7,100 6,240 820 6,960 6,140

Capitol/Tully/King Urban Villages Suburban Center 1,090 3,340 2,250 1,060 3,270 2,210

Communications Hill Transit Town Center 6,810 10,150 3,340 6,540 9,910 3,370

Cottle Transit Village Suburban Center 0 3,580 3,580 0 3,510 3,510

Downtown "Frame" City Center 18,120 28,210 10,090 16,980 27,410 10,440

East Santa Clara/Alum Rock Corridor
Mixed-Use Corridor 7,180 13,380 6,200 6,750 12,980 6,230

Greater Downtown Regional Center 4,590 19,750 15,160 3,670 19,310 15,650

International Business Park Empl. Investment Area 200 200 0 190 190 0

North San Jose Regional Center 10,880 43,740 32,860 10,420 42,830 32,410

Oakridge/Almaden Plaza Urban Village
Suburban Center 1,910 9,210 7,300 1,790 9,030 7,240

Old Edenvale Empl. Investment Area 150 150 0 140 140 0

Saratoga TOD Corridor Mixed-Use Corridor 2,430 3,550 1,120 2,340 3,470 1,130

Stevens Creek TOD Corridor Mixed-Use Corridor 2,620 7,800 5,170 2,500 7,630 5,120

West San Carlos & Southwest 
Expressway Corridors

Mixed-Use Corridor 11,150 20,960 9,810 10,320 20,420 10,100

Westgate/El Paseo Urban Village Suburban Center 850 3,340 2,490 800 3,270 2,480

Winchester Boulevard TOD Corridor
Mixed-Use Corridor 4,850 6,850 2,000 4,630 6,690 2,050

VTA Cores, Corridors, and Station 
Areas

Mixed-Use Corridor 25,920 30,950 5,030 24,880 30,100 5,220

Santa Clara 45,150 58,930 13,780 31% 43,020 57,260 14,230 33%
El Camino Real Focus Area Mixed-Use Corridor 1,840 5,400 3,560 1,650 5,220 3,580

Santa Clara Station Focus Area City Center 480 3,880 3,410 450 3,810 3,360

VTA Cores, Corridors, and Station 
Areas

Mixed-Use Corridor 2,080 3,540 1,460 1,970 3,440 1,480

HOUSING UNITS HOUSEHOLDS



Housing Growth by Jurisdiction and PDA/Investment Area

Santa Clara County (continued)

Jursidiction or Area Name Place Type 2010 2040 2010-2040‡ % Growth 2010 2040 2010-2040‡ % Growth

Saratoga 11,120 11,760 630 6% 10,730 11,360 630 6%
Sunnyvale 55,790 74,820 19,030 34% 53,380 72,800 19,410 36%

Downtown & Caltrain Station Transit Town Center 1,840 3,810 1,980 1,730 3,710 1,980

East Sunnyvale Urban Neighborhood 1,020 4,280 3,260 950 4,170 3,220

El Camino Real Corridor Mixed-Use Corridor 10,990 15,410 4,410 10,350 14,940 4,590

Lawrence Station Transit Village Transit Neighborhood 1,660 4,420 2,760 1,560 4,330 2,770

Moffett Park Empl. Investment Area 20 20 0 20 20 0

Peery Park Empl. Investment Area 130 130 0 110 120 10

Reamwood Light Rail Station Empl. Investment Area 0 0 0 0 0 0

Tasman Station ITR Mixed-Use Corridor 1,440 3,270 1,830 1,390 3,200 1,810

Santa Clara County Unincorporated 29,690 32,500 2,820 9% 28,080 31,070 2,990 11%
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Housing Growth by Jurisdiction and PDA/Investment Area

Solano County

Jursidiction or Area Name Place Type 2010 2040 2010-2040‡ % Growth 2010 2040 2010-2040‡ % Growth

Benicia 11,310 12,690 1,380 12% 10,690 12,250 1,560 15%
Downtown Transit Neighborhood 600 1,530 930 530 1,480 950

Northern Gateway Empl. Investment Area 0 0 0 0 0 0

Dixon 6,170 6,660 490 8% 5,860 6,430 580 10%
Downtown Transit Town Center 740 990 250 690 960 270

Fairfield 37,180 48,300 11,120 30% 34,480 46,430 11,950 35%
Downtown South (Jefferson Street) Suburban Center 680 1,100 420 600 1,060 460

Fairfield-Vacaville Train Station Transit Town Center 410 6,450 6,050 90 6,060 5,970

North Texas Street Core Mixed-Use Corridor 1,770 3,470 1,700 1,600 3,370 1,780

West Texas Street Gateway Mixed-Use Corridor 1,120 3,550 2,430 1,020 3,450 2,440

Rio Vista 3,890 4,260 370 10% 3,450 3,950 500 14%
Downtown Rural Investment Area 360 720 360 300 680 380

Suisun City 9,450 10,820 1,370 14% 8,920 10,490 1,570 18%
Downtown & Waterfront Transit Town Center 1,180 2,230 1,040 1,090 2,160 1,060

Vacaville 32,810 36,910 4,100 12% 31,090 35,860 4,770 15%
Allison Area Suburban Center 610 700 100 550 690 130

Downtown Transit Town Center 250 940 690 220 920 690

Vallejo 44,430 46,980 2,540 6% 40,560 44,900 4,340 11%
Waterfront & Downtown Suburban Center 1,130 1,970 840 980 1,920 950

Solano County Unincorporated 7,450 8,950 1,500 20% 6,710 8,400 1,690 25%

Sonoma County

Jursidiction or Area Name Place Type 2010 2040 2010-2040‡ % Growth 2010 2040 2010-2040‡ % Growth

Cloverdale 3,430 4,210 790 23% 3,180 4,040 860 27%
Downtown/SMART Transit Area Transit Town Center 1,150 1,880 730 1,040 1,800 760

Cotati 3,140 3,650 510 16% 2,980 3,530 560 18%
Downtown and Cotati Depot Transit Town Center 890 1,290 400 830 1,250 410

Healdsburg 4,800 5,000 200 4% 4,390 4,650 270 6%
Petaluma 22,740 25,440 2,700 12% 21,740 24,620 2,880 13%

Central, Turning Basin/Lower Reach Suburban Center 810 2,570 1,760 750 2,500 1,750

Rohnert Park 16,550 20,160 3,610 22% 15,810 19,600 3,790 24%
Central Rohnert Park Transit Town Center 1,360 2,320 960 1,300 2,270 970

Sonoma Mountain Village Suburban Center 200 2,210 2,010 200 2,170 1,980

Santa Rosa 67,400 83,430 16,030 24% 63,590 80,580 16,990 27%
Downtown Station Area * City Center 2,230 6,130 3,900 2,080 5,980 3,900

Mendocino Avenue/Santa Rosa Avenue 
Corridor *

Mixed-Use Corridor 6,280 7,720 1,440 5,850 7,460 1,610

North Santa Rosa Station * Suburban Center 4,240 6,200 1,960 3,960 6,040 2,090

Roseland Transit Neighborhood 3,570 6,480 2,920 3,400 6,300 2,900

Sebastopol Road Corridor Mixed-Use Corridor 2,610 4,630 2,020 2,400 4,480 2,080

Sebastopol 3,470 3,890 430 12% 3,280 3,710 430 13%

Core Area Transit Town Center 2,510 2,890 390 2,360 2,750 400

Sonoma 5,540 5,840 300 5% 4,960 5,390 430 9%

Windsor 9,540 11,460 1,920 20% 8,960 10,880 1,910 21%

Redevelopment Area Suburban Center 1,430 2,640 1,200 1,370 2,550 1,190

Sonoma County Unincorporated 67,970 73,400 5,430 8% 56,950 63,740 6,790 12%

Forestville Rural Investment Area 990 1,390 400 890 1,290 400

Graton Rural Investment Area 570 1,000 440 530 960 430

Guerneville Rural Investment Area 460 870 410 370 780 410

Penngrove Urban Service Area Rural Investment Area 440 820 380 420 790 380

The Springs Rural Investment Area 5,110 6,200 1,090 4,700 5,850 1,150

* Indicates PDA that overlap within a jurisdiction.  Housing totals for the overlapping areas are assigned to one PDA only, with no duplicate counts.
** Indicates C/CAG El Camino Real PDAs that overlap with another PDA.  Housing totals may duplicate jobs already listed in that city. 
‡ Growth figures may appear inaccurate due to rounding
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Introduction 
 
In September 2011, the Association of Bay Area Governments (ABAG) asked the 
Center for Continuing Study of the California Economy (CCSCE) to prepare 
regional job projections to 2040 and to assist ABAG staff in preparing population 
and household projections. This report is focused on the job projections prepared 
by CCSCE and includes a summary of the methodology, a description of the 
projections and an explanation of past, current and projected job growth in the 
region. 
 
The projections and this report were prepared by Stephen Levy, CCSCE’s 
Director.  
 
CCSCE acknowledges the assistance and support of Miriam Chion, Justin Fried, 
Ken Kirkey and Ezra Rapport from the ABAG staff who provided guidance and 
encouragement through the time we worked together. CCSCE also 
acknowledges Jon Haveman and Sean Randolph of the Bay Area Council 
Economic Institute. Jon provided assistance in interpreting the Council’s 
December 2011 economic forecast and Sean allowed CCSCE to use quotes and 
slides from the Institute’s upcoming Bay Area Economic Profile prepared with the 
assistance of McKinsey & Company.  
 
At the conclusion of the main report there is an appendix that describes the data, 
sources and methodology that provide the foundation for the report’s findings. 
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Summary 
 
The Bay Area is projected to add more than 1.2 million jobs between 2010 and 
2040 and to grow slightly faster than the state and nation. 
 

  Total Jobs (Thousands)      

           

  2010 2040   % Growth 

           

Bay Area  3,385.3 4,617.5   36.4%   

United States  141,821.3  183,310.7    29.3%   

           

Bay Area % of U.S.   2.39% 2.52%      

           
Source: 2010‐U.S. Bureau of Labor Statistics BLS), the California Employment 
Development Department (EDD) and CCSCE; 2040‐CCSCE 

 
The region is expected to slowly recover the jobs lost during the recent recession 
and then experience moderate job growth to 2040. The Bay Area is projected to 
slightly outpace the state and nation in future job growth driven by the region’s 
large concentration and continuing competitive advantage in many areas of 
technology and the region’s position as a Pacific Rim trade and finance center. 
 
Still, in 2040 the region is expected to have a smaller share of U.S. jobs than in 
1990 before the defense cutbacks or in 2000 before the dot.com bubble burst. 
 

 
 
The remainder of this report explains these findings and why the Bay Area is 
expected to reverse the lagging job growth of the past decade. 
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Bay Area Job Trends 1990-2010 
 
Bay Area job levels experienced ups and downs during the two decades after 
1990. Between 1990 and 1994 the Bay Area experienced a jobs recession that 
lasted longer than the nation’s although job losses were relatively modest. During 
this period the region was hit with defense related cutbacks lost more than 
40,000 jobs associated with lower defense spending on aerospace and the 
closure of military bases. These losses deepened in the following years and were 
a permanent loss of part of the region’s economic base. 
 
During these years the region’s share of national jobs fell from 2.64% in 1990 to 
2.50% in 1995 as the nation recovered more quickly from the 1990-91 recession 
and experienced a smaller impact from defense related job losses. 
 

 
 
 
During the late 1990s the regional economy roared back as technology and the 
dot.com boom took over. The Bay Area added more than 600,000 jobs between 
1994 and 2000 while matching the previous record share of the nation’s total 
jobs. Regional job gains were led by computer services, information services 
related to the Internet and computer and electronics manufacturing. 
 
However, many of the jobs created during the dot.com boom quickly disappeared 
in the years after 2000 as the boom turned into the dot.com bubble bust. The 
region lost more than 300,000 jobs between 2000 and 2004 and the region’s 
share of U.S. jobs fell from 2.67% to 2.46%. The region lost 1/3 of the computer 
and electronics manufacturing jobs after 2000 and a larger share of the Internet 
related jobs while experiencing some job losses in professional, technical and 
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scientific services and temporary help agencies, all sectors serving the region’s 
technology firms. 
 
Between 2004 and 2007 the Bay Area once again outpaced the nation in job 
growth and was slowly recovering the job and share losses after 2000 when the 
recession created by the housing and financial crises hit the nation, state and 
region toward the end of 2007.  
 
Once again the region lost nearly 300,000 jobs and by early 2010 saw the 
region’s share of national jobs fall to the lowest since before 1990. 
 
However, this time the job losses had a different structure and told a different 
story. The largest job losses since 2007 were related to construction and finance 
with nearly 100,000 jobs lost as a result of the housing and financial sector 
crises. More than 50,000 jobs were lost in the retail trade and government 
sectors. While technology and trade sectors experienced job losses after 2007, 
these were modest and temporary with recovery starting in late 2010 and 
extending into 2011. 
 
While the recessions after 1990 and 2000 caused permanent job losses in the 
region’s economic base, the recent recession did not. While many indicators of 
this fact will be described below, venture capital trends show the region’s 
continuing strength in a single picture. 
 
Bay Area VC funding rebounded in 2010 and 2011 approaching pre-recession 
levels. At the same time the region’s share of national VC funding has been on a 
fairly steady uptrend since 2000 reaching record levels during recent years. 
These gains plus a surge in technology hiring from existing firms has pushed Bay 
Area job growth above the national average in 2011 with further gains expected 
in 2012 and 2013. 
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The Short-Term Outlook: 2011-2013 
 
In December 2011 the San Jose metro area tied with Houston for the highest 
rate of job growth for all large metropolitan areas in the nation during the 
preceding 12 months. During that period the metro area saw a gain of 25,700 
jobs for a 3.0% increase compared to the nation’s 1.3% gain. The San Francisco 
metro area also strongly outpaced the nation. Job growth in both metro areas 
was driven by gains in technology sectors. 
 
Job gains were recorded in Internet-related activities, computer and electronics 
manufacturing and especially in professional, scientific and technical services. 
Bay Area companies reported hiring gains driven by customer demand for their 
goods and services. Bay Area companies including Google, Apple, Facebook, 
LinkedIn and Zynga made business news headlines regularly reporting good 
news. Rents and building prices surged in tech centers including San Francisco, 
Palo Alto and San Jose as reported in the San Francisco and Silicon Valley 
Business Journals. 
 
In December 2011 the Bay Area Council Economic Institute released their 
regional economic forecast prepared in partnership with the Anderson Forecast 
Project at UCLA. 
 
The UCLA forecast highlights include:  
 

 Between the first quarter of 2011 and the fourth quarter of 2013, the 
region is expected to add more than 200,000 jobs for a gain of 7.5%. This 
gain is compared with a 4.5% increase expected in California  
 

 During that period the unemployment rate is forecast to drop from 10.5%% 
to 8.1%. By December 2011, the regional unemployment rate had 
declined to 8.6%. 
 

 Gains in personal income and taxable sales are forecast to outpace 
inflation. 
 

 New housing construction is forecast to start a recovery in 2013.  
 
 
In February 2012 Facebook announced their upcoming IPO, which together with 
the successful IPOs at LinkedIn, Zynga and other Bay Area companies 
confirmed that it was, once again, possible for entrepreneurs and workers to see 
a financial payoff from innovation and risk taking. 
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Job Growth and Trends to 2040 
 
The Bay Area job projections were developed using three guiding principles: 
 

1) The Bay Area projections were based on projections of job growth in the 
nation and state. The national and state projections provide the pool of 
job opportunities and the Bay Area projections reflect judgments about 
the share of national and state job growth that will locate in the Bay Area. 
 

2) The Bay Area share of national and state job growth is determined by the 
industry composition of job growth and the projected share of job growth 
locating in the Bay Area. If national and state job growth is concentrated in 
sectors where the Bay Area has a competitive advantage, the region’s 
projected job growth will be higher than if national and state job growth is 
concentrated in sectors where the region has a below average share of 
jobs and a relatively poor competitive position. 
 

3) The analysis of competitive advantage is focused on sectors in the Bay 
Area economic base. The region’s economic base consists of those 
sectors that sell a high proportion of goods and services to customers 
outside the region. They export goods and services to customers in world 
and national markets and markets throughout California. Key examples of 
economic base sectors in the Bay Area are manufacturing, information 
services related to the Internet, professional, scientific and technical 
services such as computer services and scientific R&D services, and 
foreign trade and tourism sectors. 

 
U.S. Job Growth to 2040 
 
The U.S. job growth projections have three principal components: 
 

1) A new, post-2010 Census set of population projections to 2040 
 

2) Labor force participation rate projections that reflect longer working lives 
for older workers 
 

3) Industry sector projections developed by CCSCE based on a review of 
existing national projections 
 

The population and labor force projections determine the amount of job growth 
projected between 2010 and 2040 and the industry projections identify the 
structure of job growth as an input to state and Bay Area job projections. 
 
 
 
 

6 
 



The resulting national projections of job growth are shown below. 
 

  United States Total Jobs (Millions) 

         

  2010  2020 2040  

  141.8  163.2 183.3  

         

         

         2010‐2020  2020‐2040         2010‐2040 

Change  21.3  20.1   41.5

         

% Change  15.1%  12.3%   29.3%

         

Source: 2010‐U.S. Bureau of Labor Statistics (BLS) ; 
2020 and 2040‐CCSCE 
     

 
The nation is expected to add 41.5 million jobs between 2010 and 2040 for an 
increase of 29.3%. Slightly more than half of the projected increase is expected 
to occur in the next ten years. The percentage increase in jobs (15.1%) between 
2010 and 2020 is actually larger than the projected increase (12.3%) for the 
following 20 years. 
 
The concentration of job growth in the first ten years has two explanations, both 
of which apply to the state and Bay Area job projections: 
 

1) A significant part of the job growth projected to 2020 includes the recovery 
of job losses incurred during the recession. The nation lost more than 8 
million jobs during the recession. The national forecasts reviewed by 
CCSCE all have the nation regaining full employment by 2015 or 2016. As 
a result the 2020 projections include erasing the recession job losses plus 
added gains in the latter half of this decade. 
 
The job growth numbers look different when measured from the peak 
before the recession. Job growth between 2007 and 2020 is projected to 
be 13.1 million and the projected growth rate is 8.8% compared to the 
21.3 million jobs and 15.1% growth rate measured from 2010. 
 

2) After 2020 labor force and job growth slows as the tidal wave of baby 
boomer retirements takes effect. U.S population is projected to increase 
by 16.3% between 2020 and 2040, which is faster than the projected job 
growth (12.3%) and the reason is the retirement of the baby boom 
generation. 
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     The Pattern of U.S. Industry Job Growth to 2040 
 
Projecting industry growth 30 years into the future is a difficult task and although 
the projections shown below reflect the industry patterns expected by major 
national forecasting organizations, they come with a high degree of uncertainty in 
the years after 2020. The projected growth rates shown on the table are for the 
period from 2007 to 2040 and eliminate the fall and rise of job levels related to 
the recession and recovery—thus they illustrate the long-term trends. 
 

  United States         

  Jobs by Major Industry (Millions)      

             

  2007 2010 2020 2040   
2007‐
2040 

Construction  7.6 5.5 7.4 8.4    10.6%

Manufacturing  13.9 11.5 11.7 10.7    ‐23.2%

Wholesale Trade  6.0 5.5 6.1 6.1    1.6%

Retail Trade  15.5 14.4 15.4 15.9    2.7%

Transp., Warehousing and Utilities  5.1 4.7 5.4 5.8    14.2%

Information  3.0 2.8 3.0 3.2    5.2%

Financial Activities  8.3 7.7 8.5 8.9    6.6%

Professional and Business Services  17.9 16.7 21.4 27.0    50.3%

Educational and Health Services  18.3 19.6 24.2 30.6    66.8%

Leisure and Hospitality  13.4 13.0 15.7 18.3    36.6%

Other Services  5.5 5.4 6.2 6.9    25.9%

Government  22.2 22.5 23.7 25.9    16.6%

Self Employed  11.3 10.6 12.5 14.0    23.6%

             

Total Jobs  150.0 141.8 163.2 183.3    22.2%

             

Source: 2007,2010‐U.S. Bureau of Labor Statistics (BLS)         

2020 and 2040‐CCSCE             

 
However, the projections do show substantial differences in the expected growth 
rate among industries and these differences tell a story about where job growth is 
expected and where job levels will remain flat or decline. These differences 
directly influenced the Bay Area job projections described in a later section of this 
report. Agriculture and mining were excluded from the table as they are less 
important to the Bay Area economy, but jobs in these categories are in the totals. 
 
These projections also help identify which job growth is primarily a reflection of 
regaining jobs lost during the recession and which industries have long-term job 
growth potential. Some of the major trends include: 
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 Construction job growth between 2010 and 2020 recovers jobs lost during 
the recession after which the industry will have modest growth. 
 

 Manufacturing job levels are expected to end the decade close to 2010 
levels and decline thereafter, never reaching the pre-recession totals. 
Manufacturing production is projected to increase substantially between 
2010 and 2040 as in recent decades although job growth will lag. The 
explanation is strong and continuing productivity growth in the sector. 
 
Put simply, over time manufacturing firms can produce more with fewer 
workers. The size of the U.S. market measured by population growth is 
below 1% per year while manufacturing productivity has been is close to 
5% per year over the long term. Even with expanding manufacturing 
export markets and new advanced manufacturing opportunities, the sector 
will see a decline in overall job levels between 2010 and 2040. 

 

 By far the largest percentage job growth is expected in Professional and 
Business Services and Educational and Health Services. The Professional 
and Business Service sector includes the fast-growing, high wage 
professional, scientific and technical services industries and those sectors 
are critical for projecting Bay Area job growth. The largest percentage 
growth within these industries is in computer services, scientific research 
and development services and architectural and engineering services, all 
key components of the Bay Area economic base. 
 

 The largest and fastest-growing industries are within health and social 
services and are driven by the aging of the population.  
 

 Retail trade and financial services are sectors undergoing restructuring 
driven in different ways by technology. Retail trade growth is slowing as 
more customers take advantage of online shopping and that trend is 
expected to continue leading to below average job growth for retail trade. 
In finance, technology such as online banking and mobile phone 
technology for paying bills is reducing the demand for personnel in banks 
and technology also makes it easier to process financial transactions so 
job growth in this sector is also expected to be relatively small. 
 

 Leisure and Hospitality is the other fast-growing sector and includes 
amusements and hotels as well as the large restaurant sector. 
 

 The information sector is important for the Bay Area and the relatively 
slow job growth shown above is misleading because it consists of 
continuing job losses in telecommunications offset by the smaller but fast-
growing software and Internet services sectors. 
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California Job Growth to 2040 
 
The state is projected to experience job growth that is slightly faster than the 
nation’s job growth to 2040. California is expected to recover the recession job 
losses by 2015 or a year later and the unemployment rate will return to full 
employment levels between 2015 and 2017 according to the forecasts reviewed 
by CCSCE. 
 
In addition the state has a favorable industry composition given the expected 
U.S. job growth in technology, trade and tourism. California is outpacing the 
nation in job growth in 2011 and is forecast to outpace the nation in job growth in 
each year to 2020 in the latest long-term UCLA Anderson Forecast. 
 
These results are confirmed by CCSCE’s industry jobs analysis.  
 

  California Total Jobs (Thousands) 

         

  2010  2020 2040  

  15701.4  18713.9 21155.5  

         

         

      2010‐2020  2020‐2040      2010‐2040 

Change  3012.5  2441.6   5454.1

         

% Change  19.2%  13.0%   34.7%

         
Source: 2010‐California Employment Development Department (EDD) 
and CCSCE; 2020 and 2040‐CCSCE 

     

California is projected to add nearly 5.5 million jobs between 2010 and 2040 with 
the largest absolute and percentage gains in the first decade as the recession job 
losses are regained and before the heart of the baby boom retirement wave. 
 
The state is projected to see a 34.7% increase in total jobs or slightly above the 
projected national increase of 29.3%. As with the national projections, the picture 
changes if job growth is measured from the pre-recession peak. The 2007-2020 
gain is then 1.6 million jobs instead of 3.0 million and the percentage increase is 
9.2% or slightly above the national job growth rate for this period. 
 
The chart on the next page shows the long-term trend of the state’s share of 
national jobs since 1990. While there are periods of share gain and periods of 
share losses, the overall pattern is that California job growth roughly matches the 
national growth rate and the state’s projected share of U.S. jobs in 2040 is 
approximately the same as the share in 1990. The state regains the share losses 
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in the recession by 2020 and then grows slightly faster than the nation between 
2020 and 2040. 
 

 
 
Bay Area Job Growth to 2040 
 
The Bay Area has a concentration and competitive advantage for most sectors in 
which technology is applied in the development of goods and services sold to 
customers around the state, nation and world. This strong position in technology, 
where job and export growth is expected, is the primary reason that the region is 
projected to experience job growth at a slightly faster pace than the nation.  
 
The Bay Area concentration can be seen in venture capital flows as shown on 
page 4 where the Bay Area is capturing 40% of the nation’s venture capital 
funding in recent years, above the shares captured during the dot.com boom. 
 
The Bay Area concentration can be seen in the technology sector job levels 
shown on the next page. The region with 2.4% of the nation’s total jobs in 2010 
had 12.0% of computer and electronic manufacturing jobs, 5.8% of 
pharmaceutical jobs, 10.3% of software jobs, and 8.3% of Internet service jobs.  
 
The Bay Area advantage stands out in key fast-growing, high wage professional, 
scientific and technical services. In 2010 the region accounted for 3.3% of the 
nation’s architectural and engineering jobs, 7.0% of computer service jobs, 4.3% 
of management and technical consulting jobs and 8.1% of scientific R&D jobs—
all above the 2.4% share of U.S. total jobs in the Bay Area. 
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Bay Area Share Advantage in Key Technology Sectors (2010 data)   

Jobs in Thousands        

         

         

       Bay Area Share 

                  Bay Area                            U.S.   of U.S.  

         

Computer & Electronics       

Manufacturing  132.5  1,100.1  12.0%  

         

Pharmaceuticals  16.0  276.5  5.8%  

         

Medical Equipment  11.1  359.0  3.1%  

         

Software   26.7  259.8  10.3%  

         

Internet-Related  31.8  383.5  8.3%  

         

Architectural & Engr. Services 42.1  1,276.7  3.3%  

         

Computer Services  100.9  1,441.5  7.0%  

         

Management & Tech.Services 41.7  991.4  4.2%  

         

Scientific R&D Services 50.0  620.3  8.1%  

         

Total Jobs   3,401.8  141,821.3  2.4%  

         

Source: BLS, EDD and CCSCE       

 
The Bay Area Council Economic Institute (BACEI) 2012 profile of the regional 
economy highlights the competitive advantage for innovation activities in the Bay 
Area. BACEI has graciously allowed CCSCE and ABAG to cite some of the 
material prepared for the profile by McKinsey & Company. Innovation highlights 
include: 
 

 The Bay Area is the dominant region for new patents. In 2010 regional 
organizations held 16,364 patents while the next largest center, New York, 
trailed with 6,383 followed by Los Angeles, Boston and Seattle. 
 

 Innovation sectors in the Bay Area accounted for 18.4% of total 
employment, highest in the nation, followed closely by Boston, Seattle and 
the Raleigh Triangle with more than 16%. San Diego was next with 14.0% 
followed by Austin with 12.2%. 
 

 Seven of the top ten social media companies are headquartered in the 
Bay Area including Google, Facebook, Yahoo, Twitter, LinkedIn, Zynga 
and Yelp. 
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 Nearly half of the top 100 clean-tech firms are in the Bay Area. 
 
The Bay Area innovation and technology advantage also comes from having the 
highest percentage of college graduates in the workforce of all major regional 
economies. The Bay Area’s 44% is followed by 43% in Boston and 37% in 
Seattle compared to the 28% national average  

 
Foreign trade and tourism are additional strengths in the region’s economic base, 
in part because the Bay Area is a major center for trade, investment and tourism 
with Pacific Rim countries. The top six export destinations—China, Japan, 
Taiwan, South Korea, Hong Kong, and Singapore—all represent fast-growing 
Asian markets. Bay Area exports are concentrated in high-value technology 
exports shipped by air. 
 
The Bay Area is the nation’s fourth-largest export center behind New York, 
Houston and Los Angeles.  
 
The BACEI-McKinsey regional profile has some other interesting findings relative 
to the region’s strengths:   
 

 The Bay Area has the second-largest concentration of Fortune 500 firms 
(30), trailing only New York (45) and ahead of the next highest 
concentration in Houston (22) and Dallas and Atlanta (10). 
 

 The Bay Area is home to 10 of the Fortune 500 global firms, the most of 
any U.S. region except New York—Chevron, H-P, McKesson, Wells 
Fargo, Apple, Intel, Safeway, Cisco, Google, and Oracle. 
 

 The Bay Area is a major travel and tourism center with 57 million flights 
annually, and 15.9 million tourists in 2010 who spent $8.3 billion. 

 
     Projection Methodology and Key Findings 
 
Job projections to 2020 were developed based on detailed industry projections 
for the nation and state. The focus was on projecting job growth in the region’s 
economic base sectors and converting these projections to total jobs by 
projecting the population-serving jobs that would accompany the basic industry 
job growth and related population increase. 
 
The projections from 2020 to 2040 were developed by concentrating on major 
industry categories and projecting the Bay Area share of national and state 
growth based on the analysis of trends in the period from 2007 to 2020. 
 
The region is projected to experience job growth at a slightly faster rate than the 
state and nation. The primary reasons for this above average job growth is the 
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region’s above-average concentration in fast-growing sectors that apply 
technology to the development of goods and services that are sold to customers 
around the world. Information and professional services are where the largest job 
gains are projected for the region’s economic base. The Bay Area job growth is 
also strengthened by the region’s position as a major financial and trade center 
for Pacific Rim countries and as a region where Pacific Rim investors and 
workers continue to come to live and work. 
 
The Bay Area is projected to add more than 1.2 million jobs between 2010 and 
2040 of which approximately 300,000 jobs represent a recovery of jobs lost since 
the pre-recession peak and just under 1 million jobs represent gains between 
2007 and 2040. 
 
Between 2010 and 2020 the region is projected to add nearly700, 000 jobs of 
which approximately 300,000 represent the recovery of jobs lost during the 
recession. Job growth is expected to slow during the 20 years between 2020 and 
2040 as baby boomer retirements slow labor force growth. 
 
The Bay Area is projected to increase the region’s share of California jobs with a 
gain from 21.6% in 2010 to 21.7% in 2020 and 21.8% in 2040. The Bay Area is 
also expected to outpace the nation in job growth with the region’s share of 
national jobs going from 2.39% in 2010 to 2.49% in 2020 and 2.52% in 2040. 
 

  Bay Area Total Jobs (Thousands)    

           

  2007  2010 2020 2040  

           

Bay Area Jobs  3652.0  3385.3 4068.5 4617.5  

           

% of CA Jobs  21.3%  21.6% 21.7% 21.8%  

           

% of U.S. Jobs  2.43%  2.39% 2.49% 2.56%  

           

Source: 2007, 2010‐BLS, EDD and CCSCE 

2020 and 2040‐CCSCE         

 
The region’s projected above average job growth is displayed graphically on the 
following page. 
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     Major Industry Job Trends 
 
The major industry job trends in the Bay Area over the next 30 years mirror the 
national trends described on page 9. 
 
Construction job levels will almost regain pre-recession levels by 2020 and will 
increase slightly to 2040. Although this is a substantial gain measured from 2010 
job levels, it is primarily driven by a slow return to more normal construction 
levels in the region. 
 
Manufacturing job levels are projected to increase slightly between 2010 and 
2020 and then continue the long-term decline driven by the disparity between 
high productivity gains and slow increases in domestic demand as population 
growth slows and the population continues to age. These projections do not 
include major manufacturing job gains that might occur in the clean tech sector if 
regional firms develop products that attract worldwide customers. 
 
The largest job gains in absolute numbers and percentage increases are in 
Professional and Business Services and Education and Health Services. Within 
these larger categories the leading sectors are professional, scientific and 
technical services such as computer services and sectors associated with health 
care and social services for an aging population. 
 
The national trends of slow growth in retail trade and finance are also expected in 
the Bay Area. 
 
Above-average job growth is expected in the Information sector led by Internet-
related services and in the number of self-employed residents as well as in the 
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Leisure and Hospitality sector, which includes amusements, hotels and 
restaurants. 
 

Bay Area Jobs by Major Industry (Thousands)       

               

    2007 2010  2020  2040   
2007‐
2040 

Farm    23.2 20.7  21.7  19.3    ‐16.8%

Natural Resources and Mining  2.4 1.9  2.3  2.0    ‐18.2%

Construction  193.9 130.5  184.3  211.2    8.9%

Manufacturing  348.0 308.3  319.1  291.3    ‐16.3%

Wholesale Trade  129.2 113.6  134.9  136.3    5.5%

Retail Trade  343.1 308.0  345.4  360.4    5.0%

Transp., Warehousing & Utilities  102.2 90.5  111.1  119.4    16.8%

Information  113.4 111.0  139.6  147.5    30.0%

Financial Activities  201.4 170.6  210.4  219.2    8.8%

Professional & Business Services  581.1 547.1  719.8  912.8    57.1%

Educational and Health Services  385.6 410.5  516.5  655.0    69.9%

Leisure and Hospitality  332.5 324.3  392.7  462.5    39.1%

Other Services  112.1 109.3  139.2  156.8    39.9%

Government  486.0 457.5  482.6  530.1    9.1%

Self Employed  317.5 298.0  368.7  416.4    31.1%

               

Total Jobs  3671.6 3401.8  4088.3  4640.1    26.4%

 
  Source: 2007, 2010: EDD and American Community Survey for self employed: 2020, 2040: 
CCSCE. Data includes San Benito County, which is part of the San Jose metro area. As a result the 
totals are slightly higher than the ABAG region totals cited above in the report. 
 

     The Challenges to Achieving the Projected Job Growth 
 
ABAG asked CCSCE to develop what they called an “unconstrained” set of Bay 
Area job projections. CCSCE’s analysis assumes that over the next 30 years, 
many of the challenges facing the nation, state and region will be addressed. In 
addition this analysis assumes that at the regional level, the Bay Area will 
address challenges of housing, transportation and quality of life as well or better 
than other regions in the United States. 
 
Providing investors and families a high quality of life is essential to maintaining 
the Bay Area’s competitive advantage in the technology sectors that are 
expected to drive the region’s job growth. Up until now the region has done well 
in the competition for providing great places to live and work. A study of Silicon 
Valley high tech employers completed in 2011 reported: 
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‘‘Silicon Valley’s top competitive advantage is its highly skilled pool of talent. Executives 
interviewed for the study say there is nowhere else in the world with such a concentration of 
highly skilled tech professionals, which is essential for businesses that require a steady stream 
of talent. The Valley’s high quality of life-----including beautiful weather, excellent schools, 
and the ability to live and work in the suburbs-----was another major advantage, making CEOs 
want to locate their companies there and attracting talented workers and their families.’’ 
 
On the other hand maintaining a high quality of life is increasingly difficult. A 2011 
survey of Silicon Valley CEOs states the quality of life imperative succinctly. The 
Silicon Valley Leadership Group 2011 CEO Survey reported “a deteriorating 
state infrastructure in areas ranging from public education to public transportation 
has added to the difficulties of recruiting the best workforce, finding them housing 
and educating their children to be tomorrow’s world-class workforce”. 
 
The 2012 Bay Area Council Economic Institute Bay Area economic profile 
identifies a list of well-known Bay Area competitiveness challenges: 
 

 Housing affordability. Although median home prices have fallen and affordability is 
higher than it has been in several years, Bay Area median home prices and rents are 
still well above the national average. 
 

 K-12 and higher education. Both are facing continuing budget cuts throughout 
California as well as rising tuition levels at the state’s public and private colleges. 
Moreover, average test scores are at or below nationwide levels and high school 
dropout rates remain high. While immigration can continue to supply a part of the 
region’s workforce needs, most jobs will be filled by residents who are born, educated 
and trained in California. 
 

 Transportation infrastructure. Despite the ongoing work by MTC and local transit 
districts and the $billions planned for improving highway and public transit travel, 
the region does not yet have sufficient funding for all needed transportation 
infrastructure investments. Although transportation funding is a nationwide 
problem, it is an especially important challenge in a region that needs to be able to 
move people and goods efficiently to compete in the 21st century global economy 
 

 Governance challenges. California does not as yet have a plan to develop state and 
local budgets that are balanced and able to provide high quality public services.  

 
The unconstrained job growth analysis shows the competitive strength of the Bay Area 
economy going forward if these challenges can be met.  
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Sources and Methodology Appendix 
 
1990-2010 Job Estimates 
 
The job estimates for the United States were published by the U.S. Bureau of 
Labor Statistics (BLS) at www.bls.gov. The job estimates used in developing the 
ABAG projections were those available in September 2011. BLS data and 
methodology are available at http://www.bls.gov/ces/.  
 
The wage and salary job estimates for California and the Bay Area were 
published by the California Employment Development Department. These are 
available at http://www.labormarketinfo.edd.ca.gov/Content.asp?pageid=166. 
The job estimates used in developing the ABAG projections were those available 
in September 2011.  
 
The Bay Area jobs data base includes the following metro areas as used by 
EDD: Oakland (Alameda and Contra Costa Counties); Napa (Napa County); San 
Francisco (Marin, San Francisco and San Mateo counties); San Jose (Santa 
Clara and San Benito counties); Santa Rosa (Sonoma County) and Vallejo 
(Solano County). For the ABAG region total job estimates and projections, San 
Benito County was excluded by the county is included in the table on page 16. 
 
Estimates for self employed workers were developed from the 1990 and 2000 
Census and for recent years annual estimates are available from the American 
Community Survey at http://www.census.gov/acs/www/. The job estimates used 
in developing the ABAG projections were those available in September 2011. 
 
Methodology 
 
The job projections to 2040 developed for the ABAG region were based on a 
best-practice projection framework used by other regional planning agencies in 
California and by national forecasting firms that do long-term regional projections 
throughout the United States. A summary of the methodology is included in the 
Power Point presentation at the February 7, 2012 Regional Advisory Working 
Group Meeting and available at http://apps.mtc.ca.gov/events/agendaView.akt?p=1820. 
 
A more detailed description of the projection framework is available in Review of 
Best Practice State and Regional Projection Methodologies and Review of 
Recent Economic and Demographic Trends prepared by CCSCE for ABAG, 
SACOG and SCAG in April 2011. There are three major components common to 
regional and state long-term projections and these are the basis for the current 
ABAG methodology:  
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1) Population projections are developed based primarily on the projected rate 
of job growth. 
 

2) State and regional job projections are developed based on projected 
national job growth and the share of national job growth expected to locate 
in a particular state or region. 
 

3) Household projections are developed from population projections using 
varying combinations of demographic projections based on household 
formation rates and analyses of housing market conditions. 
 

The remainder of this section focuses on the job projection methodology. 
 
Job Projections for 2020-2040 
 
All of the projections described in this report were developed by CCSCE in the 
fall of 2011. 
 
The first step in developing job projections for the ABAG region is to develop 
projections for national job growth in total and by major industry group (the 
industries shown on page 16). 
 
     United States 
 
The U.S. job projections for 2020 were adapted from the 2018 projections 
published by BLS in November 2009 and described in the November 2009 
Monthly Labor Review. The press release can be found at 
http://www.bls.gov/schedule/archives/all_nr.htm#ECOPRO and the articles can 
be found at http://www.bls.gov/opub/mlr/2009/11/home.htm.  
 
CCSCE modified the BLS projections to reflect the impact of the recession and 
changes in labor force participation trends that occurred after the 2009 
projections were prepared. In February 2012 BLS produced a new set of 
projections to 2020 that can be found at http://www.bls.gov/emp/.  
 
The 2020 U.S. job projection used by CCSCE in developing the ABAG job was 
within 0.8% of the newly published BLS projection of total jobs for 2020. 
 
The projections for 2030 and 2040, as explained on page 6, were developed in 
three steps: 
 

1) Projecting national population growth 
 

2) Translating the projected population into total labor force and total jobs 
 

3) Projecting job growth by major industry group 
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CCSCE used a set of U.S. population projections developed by John Pitkin and 
Dowell Myers that are based on 2010 Census estimates as a starting point and 
immigration assumptions developed by a panel of experts. The projection report 
and tables can be found at http://www.usc.edu/schools/price/futures/.  
 
The existing Census Bureau long-term population projections were developed 
before the 2010 Census results were released and are available at 
http://www.census.gov/population/www/projections/. The population projections 
developed by Pitkin and Myers and used by CCSCE have a lower U.S. 
population in 2040 than either the Census Bureau baseline or low projections 
series as a result of assumed lower immigration levels. 
 
The labor force projections were developed based on BLS projected labor force 
participation rates to 2050 that can be found at 
http://www.bls.gov/opub/mlr/2006/11/contents.htm. CCSCE modified the 
projections to increase the labor force participation of older workers after 2020. 
 
A national unemployment rate of 6% was assumed for 2020 to 2040. 
 
The population, labor force and unemployment projections combine to produce a 
projection of total jobs in the U.S. that was used in developing the ABAG 
projections. 
 
Jobs by industry for 2020 were developed based on the BLS projections adapted 
for trends emerging after they were published.  
 
The major industry projections for 2030 and 2040 were developed by CCCCE 
based on 1) the trends between 2010 and 2020 and a review by CCSCE of major 
industry job trends projected by other major national forecasting firms.  
 
     California 
 
The California job projections were developed by CCSCE using a proprietary 
model that relates California job growth to U.S. job growth. Industries are 
categorized into economic base industries (those that sell a majority of goods 
and services outside the region, also known as export industries) and those that 
serve the local population.  
 
Growth in economic base industries, as explained on page 6 is related to the 
pool of job opportunities reflected in the national projections and the share 
locating in California based on analysis of historical trends and CCSCE 
judgment. Job growth in California’s economic base industries depends on how 
fast they are expected to grow nationwide and the state’s competitive position 
represented by the share of national jobs expected to locate in California. 
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Once the economic base jobs are projected, population serving jobs are added 
based on 1) the projected profile of these jobs in the nation and the extent to 
which California’s profile of population serving jobs differs from that in the nation. 
 
For the California projections developed as part of this project the principal 
findings were: 
 

1) California is expected to have job growth that is slightly faster than the 
nation to 2040 based on the state’s industry structure, which has an 
above-average share of economic base jobs with high projected national 
growth.  
 

2) In general the share of jobs in key industries is not expected to increase in 
California. It is the industry structure that pushes the overall job growth 
rate slightly above the national average. 
 

3) The profile of population serving jobs in the state and nation are similar. 
 
     Bay Area 
 
The Bay Area job projections were developed using the CCSCE model that is 
described above for California and as explained on page 6.  
 
As explained on pages 13 and 14 and supported elsewhere in text the pri8ncipal 
finding is that the Bay Area is projected to experience job growth that is slightly 
above the state average as a result of the region’s favorable economic base 
industry structure with an above average share of the sectors expected to post 
above-average job growth in the nation and state. 
 
Other Sources 
 
The venture capital funding graph on page 4 comes from data published by Price 
Waterhouse Coopers Lybrand and can be found at 
https://www.pwcmoneytree.com/MTPublic/ns/nav.jsp?page=notice&iden=B.  
 
The ranking of San Jose cited on page 5 as tied with Houston as the leading 
large metro area for job growth comes from a BLS press release that can be 
found at http://www.bls.gov/news.release/pdf/metro.pdf.  
 
The UCLA Bay Area forecast cited on page 5 can be found at 
http://www.bayareaeconomy.org/economic-forecasts/.  
 
The UCLA long-term forecast for California cited on page 10 was published in 
The UCLA Anderson Forecast for the Nation and California 2011-2021 in June 
2011. UCLA forecast a 22.5% increase in total nonfarm jobs in California 
between 2010 and 2020 which is slightly higher than the CCSCE projection of 
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19.2% for total jobs during this period. UCLA forecast that California would 
outpace the nation in percentage job growth in each year through 2021. 
 
The McKinsey report cited on pages 12 and 13 and the Bay Area economic 
profile cited on page 17 will be published by the Bay Area Council in the spring of 
2012. 
 
The Silicon Valley workforce report cited on page 16 can be found at 
http://www.novaworks.org/LaborMarketInfo/Reports/InformationTechnologyStudy
.aspx.  
 
The Silicon Valley Leadership  Group CEO Survey cited on page 17 can be 
found at http://svlg.org/press/library.  
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Date: March 19, 2012 

 

To: Doug Johnson, MTC 

 Therese Trivedi, MTC 

 

From: Sujata Srivastava and Alison Nemirow, Center for Transit-Oriented Development 

 

Project: 1019 – MTC TOD Policy 

Subject: Historic and Projected Employment Trends in the Bay Area 

 

In 2005, the Center for Transit-Oriented Development (CTOD) conducted residential and 
employment demand estimates for transit-oriented development in the nine Bay Area counties.1 The 
2005 CTOD report showed that in 2000, office-based industries were the most likely to locate near 
transit in the Bay Area. Since that report, CTOD has conducted additional work on the link between 
employment and transit. A recent CTOD white paper2 demonstrated that the “knowledge-based” 
industries, including professional, scientific and technical services, information, and financial services 
are most likely to locate near transit, particularly in central business districts and higher density 
regional employment areas. These industries are most likely to benefit from the agglomeration 
economies associated with highly concentrated employment areas, and their workers are also most 
likely to take transit to work. A high share of public sector jobs are also located in transit zones.  
 
This memo builds on this previous work and uses Priority Development Areas (PDAs) and Growth 
Opportunity Areas (GOAs) as a framework for exploring the potential for concentrating future 
employment in the Bay Area region. This  report summarizes CTOD’s analysis of industry trends in 
the nine-county San Francisco Bay Area, followed by a discussion of historic employment patterns by 
location within the region. The analysis focuses on knowledge-based jobs, which are most likely to 
concentrate in the transit areas in the future. The analysis also considers other service-sector jobs like 
retail, health and education, and arts and entertainment, which account for a growing share of the 
region’s employment. If the region succeeds in re-concentrating housing in the PDAs/GOAs, some of 
these resident-serving jobs are likely to follow. The analysis does not focus on public sector jobs, 
because their location is typically determined by policy decisions, rather than by market conditions. 

                                                      
1
 CTOD/Strategic Economics, “Transit-Oriented Development Demand Analysis,” Prepared for the San 

Francisco Bay Area Metropolitan Transportation Commission , July 2005. 
2
 CTOD, “Transit and Regional Economic Development,” May 2011, 

http://www.reconnectingamerica.org/resource-center/browse-research/2011/transit-and-regional-economic-
development/. 

MEMORANDUM
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REGIONAL INDUSTRY AND EMPLOYMENT TRENDS 
According to the California Employment Development Department, there were approximately 3.1 
million jobs in the nine-county Bay Area region in 2010, down from a pre-recession peak of about 3.3 
million jobs in 2007 (Figure 1). As shown in Table 1, the top industries in 2010 were professional and 
business services (17 percent of total employment); government (15 percent); educational and health 
services (13 percent); leisure and hospitality (10 percent); manufacturing (10 percent); and retail (10 
percent). Finance, insurance and real estate; construction; wholesale trade; information; other 
services; transportation, warehousing and utilities; and farming each accounted for less than 10 
percent of Bay Area employment in 2010.  
 
This industry mix reflects the economic trends of the last several decades. Figure 2, Figure , and 
Figure 2 show trends over time for each industry. 
 
In the last two decades, employment in the service sectors – including the professional, 
government, information, educational and health, leisure and hospitality, and retail industries – 
has grown in the Bay Area (Figure 2 and Figure ). At the same time, production and industrial 
sectors like manufacturing, transportation, warehousing and utilities, and wholesale trade have 
declined (Figure 2). While employment across all sectors generally reflects trends in the broader 
economy – employment in nearly every industry has declined in the current recession – 
manufacturing, professional and business services, information, construction, and retail have 
experienced the greatest volatility over the past two decades, with sharp employment peaks and 
downturns. 
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Figure 1. Total Wage and Salary Employment in the Bay Area, 1990-2010 (a) 
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Table 1. Bay Area Wage and Salary Employment by Industry: 1990, 2000, and 2010 (a) 
   1990    2000    2010    Change 1990-2010 

Industry # % # % # % # % 

Professional & Business Services 395,900 13% 649,800 18% 543,300 17% 147,400 37% 

Government 460,000 16% 465,000 13% 472,000 15% 12,000 3% 

Educational & Health Services 275,600 9% 335,900 9% 395,100 13% 119,500 43% 

Leisure & Hospitality 246,700 8% 299,200 8% 322,000 10% 75,300 31% 

Manufacturing 461,400 16% 485,700 14% 314,000 10% -147,400 -32% 

Retail Trade 315,800 11% 352,500 10% 310,100 10% -5,700 -2% 

Finance, Insurance & Real Estate 206,200 7% 205,300 6% 179,200 6% -27,000 -13% 

Construction, Mining, and Logging (b) 137,000 5% 190,100 5% 143,700 5% 6,700 5% 

Wholesale Trade 126,000 4% 139,400 4% 115,900 4% -10,100 -8% 

Information 84,600 3% 156,200 4% 110,700 4% 26,100 31% 

Other Services 96,500 3% 111,300 3% 107,300 3% 10,800 11% 

Transportation, Warehousing & Utilities 114,700 4% 126,500 4% 93,000 3% -21,700 -19% 

Farm (c) 22,200 1% 25,800 1% 20,100 1% -2,100 -9% 

Total Wage and Salary Jobs (d)   2,942,000 100%   3,542,200 100%   3,125,800 100%   183,800 6% 

Source: California Employment Development Department (EDD), 2010; Strategic Economics, 2011. 

(a) Does not include self-employed, unpaid family, or private household workers. 

 (b) Mining and Logging employment are not reported separately from Construction employment in San Mateo, San Francisco, Marin, Contra Costa, Alameda 
Counties; in total, Mining and Logging amounted to 900 jobs in 2008 in the counties where it is reported separately (Santa Clara,  Sonoma, Solano, and Napa).  

(c) Farm employment for Napa and Solano in 1990 is not available; Bay Area figure includes estimate for these counties based on 1993 farm employment (first year 
available). 

(d) Sector employment may not add to totals due to rounding error.
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Figure 2. Bay Area Employment in Knowledge-Based Industries, 1990-2010 

Figure 3. Bay Area Employment in Education & Health, Retail, Leisure & Hospitality, and 
Other Services, 1990-2010 
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Figure 2. Bay Area Employment in Farming & Industrial Sectors, 1990-2010 

 

Bay Area Industry Employment Compared to the U.S. 

Table 2 compares the Bay Area to U.S. industry employment using two different mechanisms: Bay Area 
employment as a percent of total national employment in each industry; and the location quotient. The 
location quotient is a measure of the local concentration of jobs compared to the national concentration of 
jobs in each industry. A location quotient higher than one in a given industry indicates that the Bay Area 
has a higher concentration of jobs in that industry than does the U.S. A location quotient lower than one 
indicates that the industry is less concentrated in the Bay Area than in the U.S. as a whole. 
 
Compared to the U.S., the Bay Area has a high concentration of information and professional and 
business services jobs. While the region’s competitiveness in professional and business services has 
declined slightly since 2000, the region remains strong in the information sector. Despite recent declines, 
the Bay Area also still has a relatively high share of the country’s manufacturing jobs. Over the last two 
decades the Bay Area has seen faster growth in leisure and hospitality and construction compared to the 
nation as a whole, although some of these gains have been lost in the current recession. 
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Table 2. Bay Area Compared to U.S. Industry Employment 

Bay Area as a % of Total 
U.S. Employment Location Quotient 

Industry   1990 2000 2008 1990 2000 2008 

Information 3.1% 4.3% 3.9% 1.19 1.62 1.62 

Professional & Business Services 3.6% 3.9% 3.3% 1.38 1.47 1.39 

Manufacturing 2.6% 2.8% 2.6% 0.99 1.06 1.07 

Leisure & Hospitality 2.7% 2.5% 2.5% 1.01 0.95 1.05 

Finance, Insurance & Real Estate 3.1% 2.7% 2.4% 1.18 1.01 1.00 

Construction, Mining, and Logging 2.3% 2.6% 2.3% 0.86 0.97 0.94 

Retail Trade 2.4% 2.3% 2.2% 0.91 0.87 0.91 

Wholesale Trade 2.4% 2.3% 2.1% 0.91 0.89 0.89 

Government 2.5% 2.2% 2.1% 0.95 0.84 0.89 

Educational & Health Services 2.5% 2.2% 2.1% 0.95 0.84 0.87 

Transportation, Warehousing & Utilities 2.7% 2.5% 2.0% 1.03 0.95 0.83 

Other Services 1.9% 1.9% 1.8% 0.72 0.71 0.75 

Farming 1.8% 2.0% 1.7% 0.69 0.76 0.73 

Total Wage and Salary Jobs  2.6% 2.6% 2.4% 1.00 1.00 1.00 

Sources: California Employment Development Department (EDD), 2010; U.S. Bureau of Labor Statistics (BLS), 2009; 
Strategic Economics, 2011. 

 
 
Knowledge-based sectors and other service industries are projected to drive regional employment 
growth over the coming decades. 
Table 3 shows Caltrans’ projections for Bay Area employment by industry through 2040. Like other 
agencies that produce projections, Caltrans forecasts that service-based sectors – including professional 
services, government, educational & health services, leisure & hospitality and retail – will drive the Bay 
Area’s economy while manufacturing and related industrial sectors will decrease as a share of total 
employment. Professional services and education and health care are expected to grow the fastest, adding 
81 percent and 44 percent more jobs, respectively, between 2010 and 2040. 
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Table 3. Projected Bay Area Employment by Industry, 2010-2040 

      2010    2040   Change, 2010-40

Industry Jobs % of Total Jobs % of Total Jobs % Change

Professional Services 563,554 18% 1,021,414 23% 457,860 81%

Government 471,067 15% 614,926 14% 143,860 31%

Education & Healthcare 397,482 13% 574,361 13% 176,878 44%

Leisure & Hospitality 321,222 10% 445,273 10% 124,051 39%

Manufacturing 315,974 10% 343,443 8% 27,469 9%

Retail Trade 311,061 10% 439,390 10% 128,329 41%

Financial Activities 176,919 6% 200,182 4% 23,263 13%

Construction 148,804 5% 190,305 4% 41,501 28%

Wholesale Trade 121,433 4% 185,694 4% 64,261 53%

Other 108,450 3% 158,145 4% 49,695 46%

Information 108,134 3% 153,862 3% 45,729 42%

Transportation, Warehousing & Utilities 95,138 3% 143,073 3% 47,935 50%

Farm, Natural Resources, & Mining 21,760 1% 21,895 0% 135 1%

0

Total   3,160,999 100%  4,491,964 100%  1,330,965 42%

Source: Caltrans, 2010; Strategic Economics, 2011. 
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EMPLOYMENT TRENDS IN PDAS AND GOAS 
As part of the Bay Area’s Sustainable Communities Strategy planning efforts, ABAG collected data from 
the National Establishment Time Series (NETS) on employment trends in the PDA and GOA 
geographies. The PDA/GOA employment dataset provides snapshots of employment in 1990, 2000, and 
2009, rather than annually. The industry categories are also slightly different from those used in regional 
trends analysis, above. 
 
This section discusses historic employment trends in the PDAs/GOAs, in the context of the regional 
trends discussed in the previous section. 
 
Over the course of the past two decades, the number and jobs and the share of the Bay Area’s 
employment located in the PDAs and GOAs has decreased. 
Table 4 gives the number of jobs in the PDAs/GOAs in 1990, 2000, and 2009. Overall, the PDAs/GOAs 
lost 112,000 jobs over the course of the two decades. However, all of the decline occurred between 2000 
and 2009; in the 1990’s, the number of jobs in the PDAs/GOAs actually increased by 10 percent. It is 
impossible to tell without a complete time series of data, but to some extent the disproportionate job 
losses that occurred in the PDAs/GOAs in the 2000’s may reflect the uneven effects of the recession 
rather than a long-term trend.  
 
Table 5 gives the concentration of employment by industry in the PDAs/GOAs compared to the Bay Area 
as a whole. Between 1990 and 2009, the share of Bay Area jobs located in the PDAs/GOAs shrank from 
53 to 48 percent (Figure 3). This trend is reflected across industries – as Table 5 shows, the percent of 
total Bay Area employment located in the PDAs/GOAs decreased in every industry between 1990 and 
2009. 
 
Figure 3. Percent of Region's Jobs Located in PDAs and GOAs 
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Table 4. PDA/GOA Employment by Industry, 1990-2009 

      1990     2000     2009    Change, 1990-2009

Industry Jobs % of Total Jobs % of Total Jobs % of Total Jobs % Change

Arts, Recreation & Other 
Services 234,191 14% 312,885 17% 251,843 16% 17,652 8%

Manufacturing & Wholesale 403,945 24% 323,807 18% 241,689 15% -162,256 -40%

Professional Services 216,706 13% 247,790 13% 238,571 15% 21,864 10%
Finance, Insurance & Real 
Estate 193,432 11% 173,305 9% 189,224 12% -4,208 -2%

Retail 169,761 10% 225,565 12% 179,186 11% 9,425 6%

Health & Educational Services 169,177 10% 195,792 11% 163,144 10% -6,034 -4%

Information 86,629 5% 136,432 7% 143,574 9% 56,945 66%

Government 69,017 4% 87,305 5% 71,902 5% 2,885 4%

Construction 63,577 4% 68,002 4% 60,023 4% -3,555 -6%

Transportation & Utilities 69,664 4% 63,640 3% 37,113 2% -32,551 -47%

Agriculture & Natural Resources 8,380 0% 8,345 0% 7,486 0% -894 -11%

Total   1,684,479 100%   1,842,870 100%   1,583,753 100%   -100,726 -6%

Source: NETS, 2010; ABAG, 2011; Strategic Economics, 2011 
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Table 5. PDAs/GOAs Compared to Bay Area Industry Employment 

PDAs as a Percent of 
Total Bay Area Employment Location Quotient

Industry 1990 2000 2009 1990 2000 2009

Finance, Insurance & Real Estate 66% 59% 61% 1.25 1.19 1.27

Government 67% 63% 56% 1.28 1.27 1.15

Information 57% 57% 53% 1.08 1.16 1.10

Arts, Recreation & Other Services 54% 54% 52% 1.03 1.09 1.07

Retail 53% 51% 50% 1.01 1.03 1.04

Professional Services 58% 57% 50% 1.10 1.16 1.04

Transportation & Utilities 65% 53% 45% 1.24 1.07 0.94

Health & Educational Services 42% 42% 42% 0.80 0.86 0.86

Manufacturing & Wholesale 49% 40% 42% 0.92 0.82 0.86

Construction 40% 37% 37% 0.77 0.76 0.76

Agriculture/Natural Resources 32% 26% 27% 0.61 0.52 0.56

Total 53% 49% 48%   1.00 1.00 1.00

Source: NETS, 2010; ABAG, 2011; Strategic Economics, 2011. 

 
 

The PDAs show the greatest strength in the knowledge-based and other service sectors that 
increasingly drive the region’s economy – information, professional services, arts and recreation, and 
health and education. 
Table 4 shows that the information sector grew by 68 percent in the PDAs/GOAs between 1990 and 
2009. Professional services, arts and recreation, and government also added jobs overall. Even in these 
service sectors, however, the share of the region’s employment located in the PDAs/GOAs still declined – 
i.e., the growth in this sector was faster in areas outside of the PDAs/GOAs ( 

Table 5 5).  

 
Despite recent regional and local declines, the PDAs and GOAs still have significant employment in 
manufacturing and financial services.  
The PDAs/GOAs consistently lost employment – both in absolute numbers, and as a share of Bay Area 
industry employment – in manufacturing and wholesale, as well as in the other production and industrial 
sectors. Indeed, manufacturing/warehousing shrunk by 40 percent in the PDAs/GOAs between 1990 and 
2009 (Table 4).  The PDAs/GOAs also lost employment in finance, insurance, and real estate, even faster 
than in the region as a whole. Nevertheless, Table 4 shows that manufacturing and wholesale remained 
the second largest sector in the PDAs/GOAs in 2009, just behind arts, recreation, and other services. 
Financial services was the fourth largest industry in the PDAs/GOAs, behind professional services. 
 
Other sectors that saw declines in the PDAs/GOAs include transportation and utilities, which shrunk by 
46 percent between 1990 and 2009. Retail and construction also saw declines, but of a much smaller 
magnitude – 2 percent and 4 percent, respectively. 
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Industry Trends by PDA Place Types 

ABAG categorizes the PDAs/GOAs into “place types,” areas with similar physical and social qualities. 
Here we discuss employment trends within the various place types, with a focus on the service-sector jobs 
that have experienced the most growth in PDAs/GOAs as well as regionally.  
 
Regional centers and mixed-use centers account for the highest share of PDA/GOA jobs. 
Table 6 shows PDA/GOA employment change between 1990 and 2009 for each place type. Over the 
course of the two decades, regional centers and mixed-use centers remained the largest place types in 
terms of employment, respectively accounting for 15 percent and 13 percent of the region’s employment 
in 2009. All other place types each accounted for no more than 4 percent of the region’s jobs. 
 
However, regional centers and mixed-use centers experienced sharp employment declines during the 
2000’s, while suburban centers in particular experienced net employment growth.  

Figure 4 breaks down place type employment change by decade. In general, nearly all of the place types 
gained jobs in the 1990s, but lost even more during the 2000s.3 Mixed-use corridors– a category 
dominated by El Camino Real and San Pablo Avenue corridors – added 60,000 jobs in the 1990s, 
presumably due to the rapid expansion of Silicon Valley during that time period. By 2009, however, 
mixed-use corridors were back to 1990 employment levels. In the meantime, regional centers – including 
the downtowns of Oakland, San Francisco, and San Jose4 – experienced rapid employment losses in the 
2000s that outweighed modest gains in the 1990s.  
 
Among the smaller place types, transit town centers, which include some of the region’s smaller 
downtowns, and suburban centers, generally business parks located on the outskirts of the region, 
emerged from the 1990s and 2000s with net positive growth in employment. 
 

Figure 4. PDA/GOA Employment Change by Place Type, 1990-2000 and 2000-2009 

  
  

                                                      
3
 Again, to some extent this trend may reflect uneven effects of the recession at the end of the 2000’s. 

4
 The Concord Community Reuse Area is also classified as a regional center, but currently has little employment.  
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Table 6. PDA/GOA Employment by Place Type, 1990-2009 

      1990     2000     2009    Change, 1990-2009 

Place Type Jobs % of Total Jobs % of Total Jobs % of Total Jobs % Change 

Regional Center 558,517 17% 585,461 16% 469,419 14% -89,098 -16% 

Mixed-Use Corridor 437,246 14% 497,966 13% 432,850 13% -4,396 -1% 

Transit Town Center 131,524 4% 156,606 4% 138,429 4% 6,906 5% 

Urban Neighborhood 141,151 4% 171,527 5% 134,709 4% -6,442 -5% 

City Center 114,066 4% 134,971 4% 115,588 4% 1,522 1% 

Suburban Center 99,505 3% 117,334 3% 114,318 3% 14,813 15% 

Transit Neighborhood 99,494 3% 100,962 3% 87,235 3% -12,259 -12% 

Employment Center 97,616 3% 85,715 2% 68,819 2% -28,797 -29% 

Rural Town Center 4,579 0% 7,592 0% 5,960 0% 1,381 30% 

Rural Mixed-Use Corridor 782 0% 654 0% 508 0% -274 -35% 

PDA total 1,684,479 53% 1,858,788 50% 1,567,834 48% -116,645 -7% 

Regional total   3,206,080 100%   3,753,460 100%   3,270,906 100%   64,826 2% 

Source: NETS, 2010; ABAG, 2011; Strategic Economics, 2011 
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The place types with the highest concentration of employment experienced growth in the knowledge-
based sectors. 
 
 
 
Figure 5 shows net employment change between 1990 and 2009 in information, professional services, and 
financial services.5 Generally, the place types with the highest concentration of jobs – which we would 
expect to benefit from agglomeration economies – experienced the most growth in these knowledge-
based sectors. In particular, regional centers, mixed-use corridors, transit-town centers, urban 
neighborhoods, and city centers accounted for most of the growth in information jobs. New professional 
services jobs followed the same pattern, except that regional centers lost professional services jobs 
overall. And although the region has lost financial services jobs overall, some PDAs/GOAs experienced 
small increases in employment in this sector. 
 
With the notable exception of regional centers, the PDAs have also generally seen growth in arts, 
recreation, and other services. Growth in retail and health and education employment – those jobs most 
tied to residential development – has been more uneven.  
 
 
Figure 5. PDA/GOA Net Employment Change by Place Type: Knowledge-Based Sectors, 1990-2009 

 
 
 
  

                                                      
5
 Excluding government because of inconsistencies in data source. 
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Figure 6. PDA/GOA Net Employment Change by Place Type: Other Service-Based Sectors, 1990-
2009  

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Summary of Industry and Employment Trends 

The Bay Area economy is increasingly driven by the service industries, including both knowledge-based 
sectors like professional services and information, and resident-serving industries like retail and health 
and education. Arts, recreation and other services – a category that includes tourism as well as resident-
serving businesses – also plays an important role in the regional economy.  
 
Overall, the PDAs and GOAs account for a declining share of the region’s employment. This confirms 
other studies that have shown steady or declining employment concentrations around transit stations in 
California.6 Halting or reversing this trend is one of the challenges facing the region as planners attempt 
to concentrate growth in more transit-friendly, walkable locations.  
 
Since the 1990’s, however, PDAs and GOAs have shown relative strength in knowledge-based industries, 
which research has shown to be the most likely to benefit from transit access and the agglomeration 
economies associated with highly concentrated employment areas. Knowledge-based industries are also 
projected to drive Bay Area employment growth over the coming decades, potentially generating new 
employment demand for transit-oriented, infill locations. The PDAs and GOAs also show strength in arts 
and recreation employment, another sector that is expected to grow in the Bay Area in the coming 
decades. In addition, if the region succeeds in locating an increasing share of housing units in the 
PDAs/GOAs, a growing number of employers can be expected to follow their customers and employees. 
In the next section, we explore how different trends in employment location might play out, and project 
future demand for employment in the PDAs and GOAs under a range of different growth scenarios. 

                                                      
6
 Jed Kolko, “Making the Most of Transit: Density, Employment Growth, and Ridership around New Stations,” Public 

Policy Institute of California, February 2011, http://www.ppic.org/main/publication.asp?i=947. 
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CONCLUSION 
Slowing or reversing the trend towards increasing decentralization of employment is one of the major 
challenges facing Bay Area planners as the region attempts to move towards a more compact 
development pattern. It is important to note that the PDAs and GOAs have shown some strength in 
knowledge-based industries and entertainment, two sectors that are both projected to experience 
significant growth throughout the region and experience benefits from locating in higher-density, transit-
accessible areas. In addition, if the region succeeds in locating an increasing share of housing units in the 
PDAs/GOAs, some employers are likely to follow their customers and employees. Still, encouraging 
employment concentration at transit-oriented locations will require significant efforts and coordination on 
the parts of metropolitan planning organizations, regional economic development agencies, transit 
agencies, and local jurisdictions.  
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To: Doug Johnson, MTC 

 Therese Trivedi, MTC 

 

From: Sujata Srivastava and Alison Nemirow, Center for Transit-Oriented Development 

 

Project: 1019 – MTC TOD Policy Update 

Subject: Demographic shifts and implications for TOD housing demand 

 

This memorandum report explores how demographic trends projected for the San Francisco Bay Area in 
the next 30 years may impact the demand for housing in places with transit access. The analysis identifies 
the types of households that are most likely to live in transit locations, based on patterns that emerged 
from the 1990s and 2000s. Economists and demographers expect that over the coming decades, 
residential demand in the United States will be driven by the aging of the two largest generations: the 
Baby Boomers and the Echo Boomers (also known as Gen Y).1 Between 2010 and 2030, people aged 65 
and older are projected to increase from 13 to 20 percent of the nation’s population as the Baby Boomer 
generation reaches retirement age.2 In the meantime, the next largest generation, the Echo Boomers or 
“Gen Y” – people born in the 1980s and 1990s – are entering adulthood and forming new households. 
This report focuses particular attention, therefore, on the preferences and household formation trends of 
these two generations, and the potential impacts on the long-term demand for transit-oriented 
development (TOD). 
 
  

                                                      
1
 UCLA Anderson Forecast, The UCLA Anderson Forecast for the Nation and California: 2011-2021, June 2011;Joint 

Center for Housing Studies of Harvard University, The State of the Nation’s Housing 2011, 2011, 
http://www.jchs.harvard.edu/publications/markets/son2011/index.htm. 
2
 U.S. Census Bureau, Population Division, “Table 2-C. Projections of the Population by Selected Age Groups and 

Sex for the United States: 2010 to 2050 Constant Net International Migration Series (NP2009-T2-C),” 2009.  
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WHO LIVES NEAR TRANSIT NOW? 
The Center for Transit-Oriented Development (CTOD) developed a national TOD database mapping all 
fixed-giudeway transit stations in the country, along with population and household data from the U.S. 
Census. Using that database, the CTOD estimated that 613,000 Bay Area households, or 25 percent of the 
region’s total households, lived near transit in 2000.3  
 
While the TOD database has not yet been updated to reflect results from the 2010 Census, MTC and 
ABAG have developed estimates of the number of households that currently live in Priority Development 
Areas (PDAs) and Growth Opportunity Areas (GOAs), which include most of the high-frequency transit 
served neighborhoods in the region. As Table 2 shows, about 23 percent of Bay Area households 
currently live in a PDA/GOA. Seventeen percent of households live in a PDA located either on a major 
existing transit corridor such as BART, Muni METRO, the VTA light rail, ACE, or the Capitol Corridor, 
or on a planned corridor such as eBART, BART South, Dumbarton Rail, SMART, and others.4  
 
Table 1. Population and Households Located in Priority Development Areas (PDAs) or Growth 
Opportunity Areas (GOAs), 2010 

   Population % of Total Households % of Total 

PDAs on major transit corridor  1,102,702 15% 451,589 17% 

PDAs not on major transit corridors  394,090 6% 144,751 6% 

Total PDA  1,496,792 21% 596,340 23% 
 

Total Bay Area  7,150,739 100% 2,608,023 100% 

Sources: U.S. Census, 2010; ABAG, 2011. 

 
The national TOD database also found that households composed of one or two people, non-family 
households, and households with householders age 15 to 34 were most likely to live near existing transit 
stations – in other words, young singles and couples with no children.5 Householders age 65 and older 
were the least likely to live near transit in 2000, but CTOD relied on research on changing household 
preferences to project growing demand for housing near transit among older households as the Baby 
Boomer generation reached retirement age.  
 

HOUSEHOLD PREFERENCES FOR TOD 
While studying the households who currently live near transit gives us some idea of the magnitude of 
demand, there may be substantial number of households who would like to live near transit but cannot 
currently find – or afford – a unit that fits all of their needs. A large body of literature has relied on 
consumer surveys to explore how household preferences may affect short- and long-term demand for 
transit-oriented, higher-density, and/or infill housing.   
 
As the conventional wisdom suggests, the majority of respondents to household preference surveys – 
typically 60 to 80 percent or more – prefer single-family housing in lower-density, suburban 

                                                      
3
 CTOD, 2004. 

4
 The slight difference between this finding and CTOD’s estimate that 25 percent of Bay Area households lived near a 

fixed-guideway transit station in 2000 may to some extent reflect the different geographies used for each calculation. 
Not all of the region’s fixed-guideway station areas are locally identified PDAs and GOAs. For example, some of the 
San Francisco MUNI transit station areas are not designated PDAs or GOAs. Also, the slightly lower share of 
households in PDAs/GOAs in 2010 may be attributable to the fact that much of the region’s housing development 
since 2000 has occurred away from the transit-rich core in suburban and rural places.  
5
 Center for Transit-Oriented Development, Hidden in Plain Sight: Capturing the Demand for Housing Near Transit, 

September 2004, http://www.reconnectingamerica.org/resource-center/books-and-reports/2004/hidden-in-plain-sight-
capturing-the-demand-for-housing-near-transit/. 
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neighborhoods.6 However, a significant minority consistently favors higher-density, mixed-use 
neighborhoods and attached housing, particularly if presented with a tradeoff between house size, 
commute time, and access to amenities. For example, in a recent national survey,7 60 percent of 
respondents said they would choose a smaller home if it meant a commute time of 20 minutes or less, and 
two-thirds said that being within an easy walk of shops and services was an important factor in deciding 
where to live. 
 
The preferences of the two largest generations, the Baby Boomers and Echo Boomers, have received 
particular attention. There is evidence to suggest that people age 55 and over are more likely to prioritize 
public transportation, “walkability,” and access to amenities, and are more receptive to townhouses and 
condos with smaller yards than are younger households.8 Some surveys indicate that Baby Boomers may 
be particularly interested in downsizing and moving to more amenity- and transit-rich neighborhoods; 
based on this finding, the CTOD projected that the percent of households age 65 and older living near 
transit will increase 10 percent by 2030. That is not to say that all seniors have a propensity to live in 
compact, urban places – in fact, many older adults say they wish to age remain in their current homes.9  
 
Young singles are the group most interested in “walkability,” mixed-use neighborhoods, and short 
commutes.10 Indeed, the Echo Boom generation may have a particular affinity for compact, pedestrian- 
and bike-friendly neighborhoods as a lifestyle choice. Recent Department of Transportation statistics 
show that average daily vehicle miles travel (VMT) for people under 35 has declined steadily since 1995, 
while daily VMT for the population over 35 has continued to increase except for during the recession of 
the last few years.11 Young families, on the other hand, and particularly those with children, are the most 
likely to choose single-family homes even if it means a longer commute, and overwhelmingly prioritize 
high-quality schools in making location decisions.12 Finally, research into the cultural preferences of 
immigrants suggests they may be more willing to utilize public transportation and live in compact or 
multifamily housing.13 
 
Several recent reports have taken a different approach to parsing the market for transit-oriented 
development, by using survey data to define market segments among households that have recently 
moved. In 2010, MTC surveyed 900 Bay Area “new movers” – people who had moved within the last 
three years or were planning to do so in the coming year – and found that 38 percent of respondents fell in 
the “easy to attract” to TOD category (Figure 1).14 The “easy to attract” households included the 
following three groups: 

                                                      
6 Myers, Dowell, and Elizabeth Gearin. “Current Preferences and Future Demand for Denser Residential 
Environments.” Housing Policy Debate 12, no. 4 (2001): 633-659. 
7
 Belden Russonello & Stewart, The 2011 Community Preference Survey (Washington D.C.: National Association of 

Realtors, March 2011), http://www.realtor.org/government_affairs/smart_growth/survey. 
8
 Myers and Gearin, 2001; Belden Russonello & Steward, 2011. 

9 Kochera, Andrew, Audrey Straight, and Thomas Guterbock. Beyond 50.05: A Report to the Nation on Livable 
Communities. Washington D.C.: AARP Public Policy Institute, May 2005. http://www.aarp.org/home-garden/livable-
communities/info-
2005/beyond_50_05_a_report_to_the_nation_on_livable_communities__creating_environments_for_successful_agin
g.html. 
10

 Belden Russonello & Steward, 2011. 
11

 Source: U.S. Department of Transportation, “Table 33. Vehicle Miles of Travel (VMT) per day for Younger 
Population Groups by Urban and rural Household Location 2009 NHTS,” Summary of Travel Trends: 2009 National 
Household Travel Survey, June 2011, http://nhts.ornl.gov/2009/pub/stt.pdf.  
12

 Myers and Gearin, 2001; Belden Russonello & Steward, 2011. 
13

 Mendez, Michael, "Latino New Urbanism: Building on Cultural Preferences." Opolis: An International Journal of 
Suburban and Metropolitan Studies, 1.1 (2005) 
14 Metropolitan Transportation Commission. Choosing Where We Live: Attracting Residents to Transit-Oriented 
Neighborhoods in the San Francisco Bay Area; A Briefing Book for City Planners and Managers, May 2010. 
http://www.mtc.ca.gov/planning/smart_growth/tod/5-10/Briefing_Book-Choosing_Where_We_Live.pdf. 
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 Transit-Preferring: Households who rate minimizing travel and access to transit service as most 
important in choosing a home. This group includes families with children and students. These 
households are typically renters with low auto ownership rates and relatively low incomes. 

 Urban DINKS (Double Income No Kids): Households without children who value minimizing 
travel and access to transit and regional centers. These households have average incomes, and 
typically have one car in the household. 

 Young Braniacs: Well-educated households who are younger than average; about a quarter have 
children, and most have just one car in the household. These households also place a high value 
on minimizing travel and having access to transit and regional centers. 

 
Another 29 percent fell into groups deemed “possible to attract,” including “ambitious urbanites” and 
“mellow couples” who value the attributes of suburban neighborhoods, but appreciate the opportunity to 
walk, take transit, and bicycle to neighborhood amenities. The remaining 33 percent of respondents were 
considered “hardest to attract.” 
 
A similar national study15 surveyed people in major metropolitan areas who had moved within the last 
two years or planned to move within the next two years. Of the nearly 900 respondents, 35 percent had 
either recently moved to a compact, transit-oriented neighborhood, or fell into the two market segments 
that the authors deemed most likely to do so (Figure 2):   

 Transit Movers: Typically young (age 21-30), moderate-income households who currently live in 
multi-family housing and rely on transit and walking for transportation.  

 Environmental Movers: Older, higher-income households who currently live in single-family 
homes in suburban neighborhoods and rely on automobiles for transportation, but are open-
minded about more urban lifestyles because of their concern for the environment. 

 
Given the Bay Area’s particularly high concentration of households in their 20’s and 30’s (discussed 
below), as well as the population’s well-known concern for the environment, it seems likely that the 
region would have a higher share of “transit movers” and “environmental movers” compared to the 
nation.   

                                                      
15

 Karash, Karla H., Matthew A. Coogan, Thomas Adler, Chris Cluett, Susan A. Shaheen, Icek Aizen, and Monica 
Simon. Understanding How Individuals Make Travel and Location Decisions: Implications for Public Transportation. 
Washington D.C.: Transportation Research Board, 2008. http://onlinepubs.trb.org/onlinepubs/tcrp/tcrp_rpt_123.pdf. 
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Figure 1. Market Segments by Ease of Attracting to TOD: MTC Survey of Recent Bay Area Movers 

Figure 2. Market Segments by Ease of Attracting to Compact Neighborhoods: National Survey of 
Recent Movers 
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Summary 

The share of Bay Area households with a potential demand for transit-oriented residential development 
appears to be somewhere in the range of 23 of all households, to 38 percent of moving households. 
Currently, 23 percent of the region’s households live in a PDA or GOA. Approximately 38 percent of 
survey respondents who recently moved to or within the region may be “easy to attract” to transit-oriented 
development.  The distinction between all households and moving households is important, at least in the 
short-run – in any given year, it is existing households who are relocating, combined with newly formed 
households, who generate demand for housing.    
 
These figures may be conservative, especially if household preferences continue to evolve towards 
higher-density, mixed-use, transit-accessible neighborhoods over the coming decades due to higher gas 
prices, increasing environmental awareness, or other factors. The research reviewed in this section 
suggests that the preferences of certain groups will have a particularly important effect on TOD demand. 
These groups include: 

 Young adults (age 35 and under), particularly singles and couples without children; 

 Older adults, particularly Baby Boomers; and 

 Immigrants. 

In the following section, we review historic population and household trends affecting these groups, with 
an eye towards understanding how demographic change is likely to affect future TOD demand.  
 

BAY AREA DEMOGRAPHIC TRENDS  
 
The Bay Area is generally similar to the rest of California and the U.S., with a few exceptions that may 
have significance for long-term demand for TOD. This section begins by examining the age structure of 
the Bay Area and immigration trends, and then delves into  household formation, size and type. Unless 
otherwise noted, data in this section comes from the 1990, 2000, and 2010 Decennial Censuses and the 
2007 and 2009 American Community Survey (ACS).16  
 
Population Trends 

 
The Bay Area has historically been highly attractive for people in their late 20s, 30s, and early 40s.  
As Figure 3 shows, the Baby Boomers (born between 1946 and 1965) and their children the Echo 
Boomers (born in the 1980s and 1990s) account for a disproportionally large share of the U.S. population.  
However, the Bay Area has a smaller share of population at both ends of the age spectrum compared to 
the U.S. as a whole, and more residents in the 25-44 age group.  
 
  

                                                      
16

 2010 Decennial Census data is used wherever available. For some population and household characteristics, data 
from the 2010 Census is either not yet available at a national level, or is no longer being collected as part of the 
Decennial Census. In these cases we substitute 2009 ACS data. 
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Table 2. Generations as a Share of Population: Bay Area Compared to the U.S., 1990-2010 

1990 2000 2010 

Generation Bay Area U.S. Bay Area U.S. Bay Area U.S. 

Percent of total population 

Gen Z 
(2001-2010) 0.0% 0.0% 0.0% 0.0% 12.5% 13.1% 

Echo Boom/Gen Y  
(b. 1981-2000) 13.7% 14.7% 26.0% 28.6% 26.1% 27.7% 

Gen X  
(b.1966-1980) 19.6% 21.7% 22.9% 20.9% 22.2% 19.8% 

Baby Boom 
(b.1946-1965) 36.8% 32.5% 31.5% 29.4% 26.9% 26.4% 

Pre-Baby Boom 
(b. 1945 & Earlier) 29.8% 31.2% 19.6% 21.1% 12.3% 13.0% 

Total 100.0% 100.0% 100.0% 100.0% 100.0% 100.0% 

Population (in thousands) 

Gen Z 
(2001-2010) 0 0 0 0 890 40,550 

Echo Boom/Gen Y  
(b. 1981-2000) 825 80,473 1,766 80,473 1,869 85,405 

Gen X  
(b.1966-1980) 1,183 58,856 1,552 58,856 1,589 61,033 

Baby Boom 
(b.1946-1965) 2,218 82,826 2,137 82,826 1,924 81,489 

Pre-Baby Boom 
(b. 1945 & Earlier) 1,797 59,266 1,329 59,266 878 40,268 

Total 6,024 281,422 6,784 281,422 7,151 308,746 

Sources: U.S. Census, 1990, 2000, 2010; Strategic Economics, 2011. 

 
This reflects a trend that goes back at least two decades. Table 2 shows each generation as a share of 
population in 1990, 2000, and 2010. In 1990, when the Baby Boomers were in their in their late 20s to 
early 40s, the Boomers accounted for about 37 percent of the Bay Area’s population, compared to 32 
percent in the U.S. as a whole. As the Baby Boomers aged into the peak home-buying years and formed 
families in the 2000s, the population of this group in the Bay Area dropped by 1.3 million, or about 10 
percent. Today, Baby Boomers account for about the same share of the population in the Bay Area as in 
the U.S. overall. 
 
As Baby Boomers left the Bay Area in the 1990s, their children left too (or were born in other regions). In 
2000, Echo Boomers made up about 26 percent of the Bay Area’s population, compared to 29 percent 
nationally. As the first of the Echo Boomers have reached their mid- to late-20s, they have begun to grow 
as a share of the Bay Area’s population. In the meantime, the Gen X cohort (born in the late 1960’s and 
1970’s) began moving to the Bay Area in the 2000s, and today make up 2 percent more of the population 
in the region than in the nation (22.2 percent v. 19.8 percent).  
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Figure 4 summarizes the effects that these generational shifts have had on the age distribution of the Bay 
Area. Across the past two decades, the region has consistently had a higher share of population in the 25 
to 54 age groups compared to the U.S. The region has also typically had a lower share of children and 
people over age 55, although the region is catching up to the rest of the country in terms of its older 
population. 
 
Figure 4. Share of Population by Age Group: Bay Area Compared to the U.S., 1990-2010 

      1990     2000     2010 

Age Group Bay Area U.S. Bay Area U.S. Bay Area U.S. 

Under 25 33.3% 36.3% 32.4% 35.3% 31.2% 34.0% 

25 to 34 19.6% 17.4% 16.5% 14.2% 14.7% 13.3% 

35 to 44 17.3% 15.1% 17.3% 16.0% 14.9% 13.3% 

45 to 54 10.9% 10.1% 14.2% 13.4% 15.0% 14.6% 

55 to 64 7.9% 8.5% 8.4% 8.6% 11.9% 11.8% 

65 to 74 6.5% 7.3% 5.7% 6.5% 6.5% 7.0% 

75+ 4.6% 5.3% 5.4% 5.9% 5.7% 6.0% 

Total   100.0% 100.0%   100.0% 100.0%   100.0% 100.0% 

Source: U.S. Census, 1990, 2000, 2010; Strategic Economics, 2011. 

 
 
The Bay Area’s share of population age 65 and older is catching up to the national average, while the 
share of children is declining. 
The Bay Area has a lower concentration of people age 65 and older than the U.S. as a whole. However, 
since the 1990s, the difference has narrowed slightly, suggesting that the rate of out-migration from the 
region slows and/or in-migration increases after retirement (Figure 5).  
 
As the Bay Area’s older population has grown, the share of children has declined. The Bay Area’s 
relative lack of children – and families with children – is particularly striking compared to the rest of 
California, which has historically had a high share of people under 18 compared to the nation (Figure 6). 
 

Figure 4. Percent of Population Age 65 and Over: Bay Area, California and the U.S., 1990-2010 
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Foreign immigration is growing more slowly in the Bay Area compared to the rest of the U.S. 
Immigrants continue to make up a larger share of the population in the Bay Area (29 percent in 2009) 
than in California (27 percent) or the U.S. (13 percent). However, overall growth in the region’s foreign-
born population has slowed over the decades, especially when compared to the U.S. as a whole.  In the 
1990s, the Bay Area’s foreign-born population grew by more 600,000, or 5.2 percent a year on average, 
compared to a 5.7 annual average increase in the U.S. as a whole. During the 2000s, the Bay Area gained 
only 240,000 foreign-born residents, an annual average increase of just 1.4 percent, compared to 2.6 
percent nationally.  
 
Much of the slowdown occurred in the 2007-2009 period, when the annual average rate of growth in the 
foreign-born population fell to 0.60 percent nationally and 0.16 percent in the Bay Area. California 
actually experienced a net decline in the foreign-born population during this period. However, even the 
2000-2007 period saw slower growth in the immigrant population than in the 1990s (Figure 7). 
 
Figure 7. Average Annual Percent Change in the Foreign-Born Population: Bay Area, California, 
and the U.S., 1990-2009 

 
  

Figure 5. Percent of Population Under Age 18: Bay Area, California, and the U.S., 1990-2010 
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Household Trends 

The impact of the age distribution, immigration, and other demographic trends on the Bay Area’s housing 
market will felt most directly through changes in household formation, composition, and size. Here we 
explore how Bay Area households, particularly those that tend to prefer transit-oriented housing, compare 
to the rest of California and the U.S. 
 
The Bay Area’s household growth has been lower than the national average for several decades. In the 
2000s, household growth slowed in both the Bay Area and the rest of the U.S.  
The average annual rate of household growth in the U.S. dropped from 1.47 percent between 1990 and 
2000, to 1.07 percent between 2000 and 2010. Meanwhile, average annual household growth in the Bay 
Area – which, like population growth, has been slower than California and the U.S. as a whole for several 
decades – fell from 0.98 percent in the 1990s to 0.58 percent in the 2000s (Table 4). The slowing of 
household growth in part reflects two long-term trends that were exacerbated by the economic downturn 
that began at the end of the 2000s: a slowdown in immigration (discussed above) and a drop in household 
formation rates among younger households, both in the Bay Area and across California and the U.S. 
(discussed below)17   
 
Table 3. Selected Household Characteristics: Bay Area, California, and the U.S., 1990-2009/2010* 

    Bay Area   California   United States

  Households % of Total Households % of Total Households % of Total

Households with no children 

1990 1,497,112 66.6% 6,474,974 62.4% 58,360,276 63.5%

2000 1,609,852 65.3% 6,932,960 60.3% 67,457,986 64.0%

2010 1,737,873 66.6% 7,864,482 62.5% 77,720,073 66.6%

Households with householder age 65 or over 

1990 417,342 18.6% 1,946,991 18.8% 20,089,384 21.8%

2000 454,074 18.4% 2,162,487 18.8% 22,140,754 21.0%

2009 496,739 19.7% 2,364,303 19.4% 24,144,494 21.3%

Households with 1-2 people 

1990 1,310,200 58.3% 5,660,869 54.5% 52,034,013 56.6%

2000 1,410,724 57.2% 6,116,604 53.2% 61,648,121 58.4%

2009 1,469,375 58.4% 6,625,204 54.2% 69,154,310 60.9%

Total Households 

1990 2,246,242 100% 10,381,206 100% 91,947,410 100%

2000 2,466,019 100% 11,502,870 100% 105,480,101 100%

2010 2,608,023 100% 12,577,498 100% 116,716,292 100%

Annual average rate of household growth 

1990-2000 0.98% 1.08% 1.47%

2000-2010 0.58%     0.93%     1.07%   

*2010 data is shown for household characteristics that are currently available in the 2010 Census for all geographies; where 2010 
data is not available, data from the 2009 American Community Survey is shown. 
Sources: U.S. Census, Decennial  Census,1990, 2000, 2010; American Community, 2009; Strategic Economics, 2011. 

 
 

                                                      
17

 Joint Center for Housing Studies of Harvard University, 2011. 
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The Bay Area is similar to the rest of the U.S. in terms of household mix and size, with the majority of 
households comprised of one or two people and including no children.  
As in the rest of the nation, families without children continued to be predominant in the Bay Area, 
accounting for about 67 percent of all households in 2010, about the same share as in 1990 (Table 4). 
Households composed of one or two people made up 58 percent of the Bay Area population in 2010, also 
about the same share in 1990. In some ways, the rest of the nation has been catching up to the Bay Area 
as far as these key demographic groups are concerned. Nationally, the percent of households with no 
children grew from 63 percent in 1990 to 67 percent in 2010, while the share of one or two person 
households increased from 57 to 61 percent.  
 
Bay Area residents continue to delay forming new households, lessening the impact of the region’s 
high concentration of younger residents on the housing market. 
Since at least 1990, the Bay Area and California have had lower headship rates – i.e., the percent of the 
population heading independent households – across all age groups than the U.S., but especially among 
the youngest households (Table 5). Presumably, the high cost of Bay Area housing relative to income 
causes people to delay forming households. Moreover, headship rates among adults under 30 – both in the 
Bay Area and the rest of the country – have been falling for decades, as young adults increasingly “double 
up” with their parents or roommates due to social and economic shifts such as delayed marriage and 
childbearing, the increased importance of higher education in the job market, and the rising cost of 
colleges and universities.18  The recession, which caused particularly high unemployment rates among 
younger workers, accelerated this trend. Between 2007 and 2009, the headship rate for the population age 
25-34 and 35-44 dropped by about 2 percent in the Bay Area, or about 1 percent a year (Figure 8). 
 
 
Table 4. Headship Rates by Householder Age: Bay Area, California, and the U.S.: 1990- 2009 
Percent of Population Heading Independent Households 

  15-24 25-34 35-44 45-54 55-64 65-74 75+ 
All 

Households 

Bay Area                 

 1990 11.8% 43.7% 53.6% 58.8% 58.4% 62.5% 63.1% 46.5% 

 2000 10.5% 40.9% 51.3% 55.6% 57.2% 58.3% 61.7% 45.3% 

 2007 8.8% 39.6% 50.7% 53.7% 55.1% 56.1% 56.9% 44.2% 

 2009 8.0% 37.7% 48.6% 52.8% 55.9% 57.2% 57.9% 43.6% 

California                 

 1990 12.1% 43.1% 53.2% 58.0% 58.1% 62.1% 62.1% 44.9% 

 2000 11.1% 40.8% 51.0% 55.1% 56.8% 59.0% 61.3% 44.1% 

 2007 9.2% 39.0% 49.3% 53.2% 55.2% 56.9% 57.9% 42.3% 

 2009 8.5% 37.5% 48.6% 52.6% 54.9% 56.5% 57.7% 41.9% 

United States                 

 1990 13.0% 46.1% 54.2% 57.3% 58.6% 64.4% 64.1% 47.1% 

 2000 14.1% 45.9% 53.1% 56.5% 58.7% 62.6% 64.1% 47.7% 

 2007 12.3% 45.0% 52.5% 55.5% 57.8% 60.3% 61.5% 46.7% 

 2009 12.1% 43.9% 51.9% 54.9% 57.5% 60.5% 61.8% 46.3% 

Source: U.S. Census, Decennial  Census,1990, 2000; American Community, 2007, 2009; Strategic Economics, 2011. 
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Despite these low headship rates, the Bay Area still has a similar distribution of households by age group 
as the rest of the U.S., because of region’s disproportionate concentration in the 25 to 44 age range 
(Figure 9). To the extent that the Echo Boomers and Gen Xers remain in the Bay Area as they age, their 
impact on the market may increase as they split into new households. 
 
Figure 8. Average Annual Change in Headship Rates by Age Group: Bay Area, 1990-2009 
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Historically, the Bay Area has had a relatively high share of households who rent across all ages and 
incomes compared to the U.S. as a whole.  
As with household formation, high housing prices presumably cause Bay Area residents – like 
Californians generally – to delay homeownership to later in life. As a result, the gap between Bay Area 
and national homeownership rates is particularly large among the youngest households, but narrows 
steadily with age (Table 6). In 2009, for example, 26 percent of Bay Area householders aged 25-34 were 
homeowners, compared to 42 percent nation-wide. In the 75 and older cohort, 72 percent of Bay Area 
householders owned their homes in 2009, just 4 percent less than in the U.S. as a whole.  
 
The housing boom of the first half of the last decade pushed homeownership rates up overall in the Bay 
Area, slightly faster than the national average. However, homeownership in the region remained well 
below the national peak of about 67 percent in 2007, and in the last several years homeownership in the 
Bay Area and the U.S. has fallen back to approximately 2000 levels. Householders in the youngest 
cohorts have been particularly affected, in both the Bay Area and the U.S. Between 2007 and 2009, the 
homeownership rate in the Bay Area shrank by 5.6 percentage points among householders age 25-34 
years, 3.2 percent among householders age 35 to 44 years, and 2.1 percent among householders age 45 to 
54 years. Figure 10 shows the change in the percent of householders who own on an annualized basis. 
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Figure 6. Distribution of Households by Age of Householder: Bay Area and the U.S., 2009 

Sources: American Community Survey, 2009; Strategic Economics, 2011.
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Table 5. Homeownership Rates by Householder Age: Bay Area, California, and the U.S.: 1990- 
2009 

% Homeowner 15-24 25-34 35-44 45-54 55-64 65-74 75+ 
All 

Households 

Bay Area            

 1990 10.7% 34.3% 56.5% 69.6% 74.5% 74.6% 66.5% 56.4% 

 2000 10.6% 30.2% 56.3% 67.1% 74.4% 75.9% 71.8% 57.7% 

 2007 10.3% 31.8% 55.5% 66.9% 72.4% 75.4% 70.6% 59.5% 

 2009 7.8% 26.2% 52.3% 64.8% 71.2% 75.2% 72.3% 57.4% 

California 

 1990 10.8% 34.3% 56.0% 68.1% 74.4% 75.6% 68.1% 55.6% 

 2000 11.7% 31.8% 54.4% 65.9% 73.3% 76.4% 73.7% 56.9% 

 2007 10.7% 32.9% 54.4% 64.8% 72.1% 75.5% 73.7% 58.0% 

 2009 9.4% 28.2% 50.9% 63.5% 71.3% 75.1% 74.2% 56.6% 

United States            

 1990 17.1% 45.3% 66.2% 75.3% 79.7% 78.8% 70.4% 64.2% 

 2000 17.9% 45.6% 66.2% 74.9% 79.8% 81.3% 74.7% 66.2% 

 2007 17.6% 46.4% 65.7% 74.2% 79.4% 81.4% 76.1% 67.2% 

 2009 15.3% 42.6% 63.4% 72.7% 78.6% 81.3% 76.6% 65.9% 

Source: U.S. Census, Decennial  Census,1990, 2000; American Community, 2007, 2009; Strategic Economics, 2011. 

 
Figure 10. Average Annual Change in Homeownership Rates: Bay Area, 2007-2009 
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Geographic mobility in the U.S. has been falling for decades, in part because of an aging population 
and in part because of rising homeownership rates.19 The percent of householders that move in a given 
year falls dramatically with age.  
As Table 7 and Table 8 show, older households are much less likely to move than younger households, 
and homeowners are much less likely to move than renters.  During the recession, geographic mobility 
among homeowners dropped dramatically as home values sank and many owners were left “underwater” 
on their mortgages. Older homeowners in particular appear to be unwilling to sell their homes for less 
than they were worth before the recession. Nationally, mobility rates dropped between 2005 and 2009 by 
20 percent for homeowners under age 25, 34 percent for homeowners between 25 and 54, and 38 percent 
for homeowners over 55.   
 
Table 6. Percent of Households that Moved in the Last Year, by Household Age: U.S., 2000, 2005, 
and 2009 

Householder Age 2000 2005 2009 

15 to 24 years 50% 44% 43% 

25 to 34 years 27% 25% 25% 

35 to 44 years 13% 14% 12% 

45 to 64 years 8% 7% 7% 

65+ years 4% 4% 3% 

All households 14% 13% 12% 

Sources: U.S. Census Bureau, Current Population Survey, March 2003, October 2007, May 2011; Strategic Economics, 2011. 

 
  
Table 7. Percent of Households Who Moved in the Last Year by Tenure at Time of Survey: U.S., 
2000, 2005, and 2009 

Tenure at Time of Survey* 2000 2005 2009 

Living in an owner-occupied unit 7% 6% 4% 

Living in a renter-occupied unit 30% 29% 28% 

All households 14% 13% 12% 

*Tenure before move is not known. 
Sources: U.S. Census Bureau, Current Population Survey, March 2003, October 2007, May 2011; Strategic Economics, 2011. 

 
 
Potential Impacts of Population and Household Trends on Demand for TOD 

 
The fact that the Echo Boomers are entering adulthood, combined with the disproportionate effect of 
the housing crisis and recession on Gen Xers, may create more demand for TOD in coastal California 
in the short- to mid-term.  
The generation that is currently at the peak age for buying single-family homes, the Gen Xers, bears the 
brunt of the sub-prime mortgage and housing crisis. These households may therefore be more likely to 
continue renting and remain in more urban parts of California such as the Bay Area, instead of moving 
inland or out of state to buy a single-family house. In the meantime, the Echo Boomers have not yet 
entered the peak home buying age.  
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 Masnick, George, Abbe Will and Kermit Baker, “Housing Turnover by Older Owners: Implications for Home 
Improvement Spending as Baby Boomers Age into Retirement,” Joint Center for Housing Studies of Harvard 
University, March 2011.  
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Because of these trends, the UCLA Anderson Forecast suggests that until the Echo Boomers reach their 
mid-30s, demand for multi-family housing product in coastal California will outpace demand for detached 
single-family home of the type that is typically found in inland areas of the state. Indeed, building permit 
records show that the multi-family construction is already recovering more quickly than single-family 
development. 20 
 
The Bay Area’s ongoing attractiveness to younger, working age adults, combined with an increasing 
population age 65 and over, may help generate ongoing demand for TOD in the long-term.  
The research described in the previous sections indicates that people under age 35 – particularly those 
without children – are most likely to live near transit now, and to prefer transit-oriented types of housing 
in general. The region’s historic ability to attract adults in their 20s and 30s suggests that, independent of 
the Baby Boomers and their relocation decisions, the Bay Area is likely to have strong demand for TOD 
in the coming years. This growth may be driven by domestic rather than foreign immigration, if 
immigration to the Bay Area continues to decline. 
 
The aging of the Baby Boomers is likely to have an incremental, rather than sudden and dramatic, 
effect on the Bay Area housing market. 
The region’s share of older adults will continue to increase as the Baby Boomers age, so their housing 
preferences will also impact the market. However, because the disparity in the size of the generations is 
not so great in the Bay Area as in the rest of the U.S., it is more likely that any adjustments in the housing 
market will be more slow and steady, rather than the abrupt break that is sometimes predicted. Moreover, 
older households have always moved at lower rates than younger households. Even if retiring Baby 
Boomers do move at higher rates than their predecessors, it is unlikely that they will move all at once – 
particularly given the declines in home values many have suffered over the last few years. 
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 UCLA Anderson Forecast, June 2011. 



Evaluating the Effects of Projected Job Growth on Housing 
Demand 
 
The Association of Bay Area Governments (ABAG) Jobs Housing Connection Draft Land Use Scenario 
(Draft Scenario) projects that 1.1 million new jobs will be added to the Bay Area by 2040.  This memo 
explores how the wages these jobs pay might impact household incomes.  It then asks what type of 
housing at what affordability levels might be needed to house this future workforce.   
 
The first section describes the translation from the Draft Scenario’s job projections into future demand 
for affordable housing.  The second section analyzes how housing costs might change in the future.   

 

A. Using forecasted jobs as the basis for future household income  
 
Methodology 
The industry sectors expected to lead job growth in the future are comprised of various occupations that 
pay a range of wages.  To estimate future affordable housing needs, we analyze the impacts of 
macroeconomic transformations that affect the types of work that occur in the Bay Area.  These changes 
in turn shape the amount of income available to households to pay for housing.1 
 
The model uses a multi‐step process that translates industry sector‐level employment forecasts by 
county into estimated growth in households in four income groups: very low (less than 50% of median 
county household incomes), low income (50‐80%), moderate income (80% to 120%), and above 
moderate income (greater than 120%).  The model begins by linking ABAG’s sector‐level employment 
forecasts with occupational characteristics: sectors are translated into industries (at the 3‐digit NAICS 
level), which are then linked to occupations (at the 3‐digit SOC level) and then median wages.  Wages 
are then translated into household incomes by assuming an average number of workers per household.  
The following outlines the specific steps. 
 
1. Linking industries to occupations 
The 2010 analysis begins with the staffing patterns matrix for the state of California that estimates the 
occupations within each industry in the state.2  We then calculate each occupations share of 
employment within each industry.   
 

                                                            
1 We are assuming that salary from employment determines the amount of housing that a household will 
purchase. This ignores non‐salary income and assets (e.g., personal wealth that can be used for home equity).   We 
look at the job growth from 2010 to 2040 in isolation, assuming that this will not affect the income distribution and 
housing demand in the existing population.  In other words, we do not account for the possibility that, for instance, 
the arrival of in‐migrants to the region to work in the new jobs will crowd out existing jobseekers and workers and 
thus lower their wages, creating more demand for affordable housing.  Thus, the results may be conservative: we 
may underestimate future housing demand. 
 
2 NAICS 3‐digit level 
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Next, we link each industry (and its associated occupations) to one of the 11 summary employment 
sectors used by ABAG in the Draft Scenario.  We thus derive the distribution of occupations by the 
employment categories used in the Draft Scenario. 
 
To derive the occupations in 2040, we use the growth factors for each industry between 2010 and 2040 
from the MTC TREDIS regional employment model.  This creates a new distribution of occupations, using 
the occupational shares from the 2010 analysis.  We then take the forecast 2040 employment totals by 
the 11 ABAG categories, and apply this new distribution to estimate occupational employment by sector 
in 2040.3 
 
 
2. Translating wages to household income  
 
Next, we link each occupation in the 2010 staffing patterns matrix with the 2010 annual statewide 
median wage for that occupation from the State of California’s Employment Development Department 
(EDD) Occupational Employment Survey.4  We then multiply the 2010 wage estimate by the average 
number of workers per household (estimated by ABAG at 1.3) to derive household income.  This 
assumes that all workers in each household, on average, earn the same salary, an assumption that is not 
unreasonable as members of a given household tend to have a similar educational background.   
 
Using the 2010 income categories for each county, we assign each occupation to one of the four income 
categories.  We then sum the total number of workers (and households) that fall into each of the four 
income categories for each of the 11 sectors, based on each county’s income limits.  
 
To estimate the total number of households by income group for 2040, we use a similar methodology.  
To project wages in 2040, we analyzed wage trends from 2000‐2010, a time period in which there was 
increasing wage inequality.  We assumed that these trends would continue in future decades but at a 
lower rate, since wage levels tend to equilibrate over time.  For example, if janitors experienced a 20% 
decline in wages from 2000‐2010, we assumed that wages would decline 10% further from 2010‐2020, 
an additional 5% from 2020‐2030, and another 2.5% from 2030‐2040.  Using this method, the median 
wage change (in 2010 dollars) from 2010‐2040 was an increase of just over three percent, with a range 
from ‐32% to +74%.  Table 1 shows where wages are projected to change the most. 
 
 
 
 
 
 
 
 

                                                            
3 Due mostly to technological change, occupational distributions often change, particularly over a 30‐year period. 
For instance, over time the share of clerical occupations has decreased, while the share of information technology 
occupations has increased.  It is possible to analyze this using historical staffing patterns matrices.  However, the 
oldest matrix available is from 2003, and we determined that changes from 2003‐2010 were not significant enough 
to warrant factoring into this analysis. 
4 For occupations that were suppressed at the state level we substituted national median wages adjusted for the 
Bay Area’s cost of living. 
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Table 1.  Occupations where wages are projected to change the most by 2040.  

2000 SOC 

Code 2000 Occupation Title

2000 

Annual 

Median 

Wage

2010 

Annual 

Median 

Wage

Ten‐Year 

Change

10‐Year 

Change 

in Real 

Dollars

30‐Year 

Change

2040 

Projected 

Annual Wage

53‐4012 Locomotive Firers 47870 43510 ‐9.1% ‐36.1% ‐31.6% 29,763             

41‐9091 Door‐To‐Door Sales Workers, News and Street Vendors, and Related Workers 24050 22190 ‐7.7% ‐34.7% ‐30.4% 15,446             

53‐4013 Rail Yard Engineers, Dinkey Operators, and Hostlers 36800 35480 ‐3.6% ‐30.6% ‐26.8% 25,984             

29‐1011 Chiropractors 67030 67200 0.3% ‐26.7% ‐23.4% 51,473             

49‐9063 Musical Instrument Repairers and Tuners 31410 31760 1.1% ‐25.9% ‐22.6% 24,566             

27‐2022 Coaches and Scouts 28020 28340 1.1% ‐25.9% ‐22.6% 21,928             

53‐4011 Locomotive Engineers 44210 46630 5.5% ‐21.5% ‐18.8% 37,847             

51‐9197 Tire Builders 36510 39250 7.5% ‐19.5% ‐17.1% 32,555             

33‐2022 Forest Fire Inspectors and Prevention Specialists 32140 34910 8.6% ‐18.4% ‐16.1% 29,295             

29‐1020 Dentists 129030 141040 9.3% ‐17.7% ‐15.5% 119,206           

43‐5053 Postal Service Mail Sorters, Processors, and Processing Machine Operators 32080 53080 65.5% 38.5% 33.7% 70,943             

27‐2012 Producers and Directors 41030 68440 66.8% 39.8% 34.8% 92,277             

11‐3040 Human Resources Managers 59000 99180 68.1% 41.1% 36.0% 134,849           

11‐2031 Public Relations Managers 54540 91810 68.3% 41.3% 36.2% 125,016           

47‐5011 Derrick Operators, Oil and Gas 25810 43470 68.4% 41.4% 36.2% 59,226             

47‐5012 Rotary Drill Operators, Oil and Gas 30860 51980 68.4% 41.4% 36.3% 70,827             

29‐1061 Anesthesiologists 129680 220100 69.7% 42.7% 37.4% 302,384           

41‐9012 Models 19080 32920 72.5% 45.5% 39.8% 46,037             

11‐3061 Purchasing Managers 53030 95070 79.3% 52.3% 45.7% 138,556           

45‐1012 Farm Labor Contractors 14190 29990 111.3% 84.3% 73.8% 52,123             

Top ten occupations with wage decreases

Top ten occupations with wage increases

 
Source: US Bureau of Labor Statistics; projections by the author. 
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Projected household income ‐ results 
Table 2 shows the results of this analysis: the 2010‐40 change in households by income group and 
sector.  Some sectors pay workers relatively low wages that may translate at the household level to a 
greater affordable housing need; for instance, 87% of the new jobs in Arts, Recreation, Other (a category 
dominated by restaurants, hotels, and tourist employment) could put households associated with this 
category in the very‐low income group.  Two sectors (Agriculture/Natural Resources and Manufacturing/ 
Wholesale) experience negative change in several categories because of low or negative overall 
employment growth as well as projected transformation in industries. 
 
 
Table 2. Change in households by sector and income group, 2010‐40. 
 

ABAG Summary Employment 
Categories 

Very 
Low 

Income 

Low 
Income 

Moderate 
Income 

Above 
Moderate 
Income 

Total 

Agriculture, Natural Resources  106% ‐32% 32% ‐5%  ‐1,300

Arts, Recreation, Other  87% 5% 3% 4%  185,686

Construction  4% 55% 27% 14%  80,694

Finance and Leasing  0% 37% 4% 60%  48,596

Government  6% 11% 25% 59%  72,595

Health, Education  16% 27% 22% 35%  244,482

Information  ‐4% 5% 57% 42%  36,497

Manufacturing, Wholesale  113% ‐112% ‐40% 139%  5,700

Professional and Business  24% 34% 14% 29%  365,673

Retail  78% 6% 11% 6%  52,396

Transportation, Utilities  48% 40% 4% 7%  28,898

Total  32% 25% 16% 28%  1,119,918
 
 
 
Based on this analysis, up to 72% of new households may fall into the very‐low, low, and moderate 
income categories all of which qualify for affordable housing today.  Together, very‐low and low 
income households could represent up to 57% of new household growth.  Moderate income households 
also qualify for affordable housing and could represent 16% of projected household growth.  Overall, 
these trends are due to the large number of new jobs in sectors such as Arts/Recreation/Other, with 
relatively low wage occupations such as hotel workers.   
 
By comparison, only 58% of households today fall into the very‐low, low and moderate income groups 
(Figure 1, second column).  Although this may suggest that there is a heightened need for affordable 
housing in the future, several caveats must be kept in mind.  First, the income of existing households 
appears relatively higher because ACS data includes all sources of income, not just wage and salary 
income.  Second, the universe of existing households includes a wide range of households, not just 
worker households, including those suffering from unemployment or underemployment, empty‐nester 
or retiree households, and so forth.      
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Existing Housing Units and Affordability 
 
Figure 1. 2010‐40 housing need versus existing distribution of households and housing units (ACS). 
 

 
 
Figure 1 compares 2010‐2040 household growth to both the Bay Area’s existing households and its 
existing housing stock. It shows that based on the mortgage or rent that households paid, 62% of the Bay 
Area’s units could be classified as affordable to very‐low, low and moderate income households.  Instead 
of today’s market rents, this reflects the fact that many mortgage‐ or lease‐holders have remained in the 
same housing unit for a long period of time, with relatively stable mortgages or rents.  The universe of 
vacant for rent or vacant for sale units is likely to be much less affordable. 
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At the county level, household growth by income category was estimated from the employment 
forecast contained in the Draft Scenario.  Table 3 shows the income distribution of these new 
households by 2040..    
 
 
Table 3. Household Growth 2010‐2040, by Income Category and County. 

 

Household 
Growth  

2010-2040         
ABAG Draft 

Scenario 

Households by Income Group, Growth 
2010-2040, Based on County Job Growth 

County   VLI Low Inc. Mod Inc. Above Mod.  

Alameda 152,347 28% 26% 16% 30% 

Contra Costa 87,989 34% 28% 14% 24% 

Marin 9,176 42% 25% 7% 25% 

Napa 5,014 27% 33% 8% 32% 

San Francisco 100,543 17% 38% 12% 32% 

San Mateo 65,462 43% 16% 18% 24% 

Santa Clara 223,405 41% 14% 21% 24% 

Solano 26,101 24% 33% 11% 33% 

Sonoma 30,050 34% 23% 13% 31% 

SF Bay Area 700,087 32% 25% 16% 28% 

 
 
 
Distribution to cities  
To distribute these households to cities, we assumed that the income distribution of new households in 
each city should match the income distribution of households in its county.  While historically the 
Regional Housing Needs Allocation (RHNA) asks suburban municipalities to bear their fair share of the 
regional housing burden, this method distributes the new households qualifying for affordable housing 
evenly across the county.    
 
There are two primary sustainability assumptions embedded in this approach.  
 
1. We assume that municipalities and unincorporated areas within a county should provide housing 

appropriate for the type of jobs created in the county.  In other words, we are using the county as a 
proxy for its cities’ commutesheds, and linking county job creation to households and housing 
production at the local level in order to give new workers an opportunity to live nearby their jobs.   

 
2. Second, we are suggesting that if the county (i.e., commuteshed) fosters low paying jobs and 

therefore lower income households, then its cities and unincorporated areas should provide these 
households with affordable housing.   

 
Figure 2 maps this distribution of household growth by income category for very‐low, low, and 
moderate income groups at the city level.   
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Figure 2. Growth in Very Low, Low, and Moderate Income Households, 2010‐2040. 
 

 

 

2010‐40 new households 
qualifying for affordable housing 
per square mile 
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2. Estimating future housing costs 
 

Previous studies of housing prices have suggested several factors at work: employment accessibility, 
school quality, crime rates, and natural, public, and commercial amenities.5  Research on housing prices 
in the Bay Area specifically has shown that there is unusual price volatility due to the boom‐bust 
economy, with price appreciation particularly high in areas with high employment growth and 
accessibility.6 
 
For this analysis we looked at the housing price changes (in terms of residential sales) that have 
occurred historically. We then developed a regression model that explains those changes specifically in 
terms of jobs, transit and housing.  Taking the factors identified as important by that model, we then 
looked at the effects of the forecasted new jobs, new income distribution, and transit improvements on 
housing prices. 
 
It is important to keep in mind what this model does and does not do.  We only have good housing price 
data back to 1989 (a twenty‐year period), so we only forecast for a twenty‐year period, from 2009‐2029.  
The model is useful for identifying potential trends in the Bay Area – but there will be places and 
neighborhoods that do not fit the model.  For example, access to amenities varies even across adjacent 
neighborhoods, while quality of amenities (e.g., frequency of transit service) may change over time.   
Likewise, affordability characteristics change: though two neighborhoods may appear at a certain point 
to offer the same level of affordability, the units may be permanently affordable in one area but change 
to market‐rate in another.  Given these constraints, this analysis is best used to illustrate general trends 
and principles behind changes in housing cost, rather than to predict future housing costs on a micro‐
level. 
 
Historic housing price change 
We begin by looking at historic price changes.  Figure 3 shows the change in prices per square foot by 
city from 1989 to 2009, dividing the cities into thirds: low (including a few cities with negative changes), 
medium, or high.  There are few surprises here: price appreciation is disproportionately high in San 
Francisco, Silicon Valley, some North Bay communities, and a few East Bay cities, while it is lower in 
some of the core areas that suffer from entrenched poverty, as well as many of the outlying areas. 
 
To explore what factors affect these price changes, we tested a series of models that included 
demographic characteristics, amenities, employment changes by sector, and presence of affordable 
housing.  There are some conceptual problems with including affordable housing in a model predicting 
housing prices, as there is likely some endogeneity.  Another issue is that we do not have data on the 
production of new affordable housing but only the overall affordability in each city.  
 
 
 

                                                            
5 William A. Fischel, The Economics of Zoning Law: A Property Rights Approach to American Land Use Controls 
(Baltimore, Johns Hopkins University Press, 1985). 
6 Karen Chapple, John V. Thomas, Dena Belzer, and Gerald Autler, “Fueling the Fire: Information Technology and 
Housing Price Appreciation in the San Francisco Bay Area and the Twin Cities,” Housing Policy Debate 15,2: 347‐
383. 

                  8 
 



 
Figure 3. Housing price changes (median price per square foot) in the SF Bay Area, 1989‐2009. 
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However, we wanted to construct a model using affordable housing as a variable in order to be able to 
compare “business as usual” price changes – the continuation of local trends – versus price changes for 
the household income distribution estimated in the previous section (which assumed that a city should 
provide housing to match the income levels for the jobs that its county generates).  Thus this analysis 
included models both with and without an affordable housing variable. 
 
The best base model we found, with an adjusted R2 of .60 (in other words, accurately predicting price 
changes in 60% of the cities), uses just four variables to predict percent change over the twenty year 
historical period: percent change in Arts/Entertainment/Other employment (which has positive effects), 
percent change in Retail employment (negative effects), transit accessibility (share of the city that is 
within ½ mile of fixed rail transit) (positive effects), and percent of the housing stock that was affordable 
in 2000 (negative effects).  The most important factors were change in Arts/Entertainment/Other 
employment and share of affordable housing (again, as measured by household income in relation to 
housing price paid, not necessarily designated or subsidized affordable housing).     
 
Projected housing price change – “business as usual” 
The next step was to incorporate the projected changes into the model in order to predict future 
change.  We used the county employment projections for the Arts/Entertainment/Other and Retail 
categories, planned fixed rail transit improvements, and the proposed distribution of households 
qualifying for affordable housing (described above) to predict housing price change between 2009‐2029.  
Figure 4 shows the results.  The projected changes are not radically different from what occurred in the 
past (Figure 3), except that prices in suburban municipalities tend to increase more because of the 
assumed growth in affordable housing in core areas. 
 
Projected housing price change – proposed distribution at the county level 
To control for the likely endogeneity in the model that incorporating affordable housing as a variable 
introduced, we also looked at what factors would yield the best model to predict housing price change 
absent the affordable housing variable.  In addition to the three remaining variables in the model, we 
added three new variables: percent of the population with college degrees or higher (positive effects), 
percent of the area’s square footage that is underutilized (with an improvement to land ratio of less 
than 1) (negative effects), and per square foot prices in 1989 (negative effects).  As it turns out, the 
college degree factor plays a role almost exactly opposite to affordable housing (and in fact, the two 
variables are highly negatively correlated, at ‐.80).   
 
Using these factors, the model reached an R2 of .73 and the results are presented in Figure 5.  The 
differences are minor, with the principal change being that outlying areas of the region are projected to 
experience less housing price appreciation in this model.  This suggests that the general trends observed 
in Figure 4 – and historically – are likely to continue in the future, if the same factors continue to drive 
price appreciation. 
 
Findings summary 
How might one interpret this, particularly in light of the need to understand future housing plus 
transportation costs in the region?   To summarize, we make three principal findings: 
 

1. First, the types of jobs added in each county will affect price appreciation, with lower‐wage jobs 
(e.g., in the retail sector) dampening local housing price appreciation.   
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2. If a city has a high share of affordable housing stock at present (whether because of filtering, 
affordable housing production, a stable residential population, or some other cause), price 
appreciation will be slowed.   

 
3. Fixed rail transit improvements will have a positive, but quite slight, effect on housing price 

changes.   
 
In terms of housing and transportation costs, this also suggests that housing costs will rise less rapidly in 
areas that experience the addition of a substantial amount of new affordable housing.  And in areas 
where transit is improved – along with associated reduction of transportation cost – housing prices are 
likely to increase. 
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Figure 4. Projected changes in housing price, 2009‐2029.  
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Figure 5. Projected changes in housing price, 2009‐2029, alternative model 
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Overview of the Regional Housing Need Determination,  
DOF Population Projections and Plan Bay Area Forecast 

 
 
This document was prepared by the California Housing and Community Development 
Department (HCD), the California Department of Finance (DOF), and the Association of Bay 
Area Governments (ABAG).  It provides key points regarding the differences across the 
Regional Housing Need Determination (RHND), the DOF Population Projections, and the Plan 
Bay Area Forecast as described by each of the responsible agencies.  The chart below 
summarizes how the three efforts vary in purpose, methodology and timing. 
 
 

 
RHND (Housing Need 
Projections) 

DOF Population 
Projections 

Plan Bay Area 
Population Forecast 

Period Covered 2014-2022 (8 years) 2010-2060 (50 years) 2010-2040 (30 years) 

Purpose 
Establish housing need for 
local housing elements  

Project population by future 
fertility, mortality, and 
migration trends  

Inform long term 
comprehensive regional 
strategies 

Release Date February 2012 January 2013 May 2012 

Growth 
187,990 housing units 
between 2014 and 2022 

1.3 million people      
between 2010 and 2040 

2.1 million people      
between 2010 and  2040 

 
 
Key Points 
 

 HCD, DOF and ABAG agree that economic trends need to be addressed in Plan Bay Area.  
ABAG’s 2.1 million population growth projection is directly tied to employment growth. 

 DOF’s 2013 projections do not take into account the high job, migration, and population 
growth from 2010 to 2012. 

 The RHND was finalized in February 2012.  It was based on the most current information 
available at the time.  By statute, the RHND cannot be changed. 

 DOF and the regional planning agencies are working toward better ways to incorporate 
job growth forecasts into the DOF migration assumptions.  DOF acknowledges that 
ABAG employment methodology and its impact on migration is reasonable. 

 The ABAG growth forecast for population relies on DOF assumptions about births and 
deaths, and the ethnic composition of the population.  ABAG will share the job growth 
forecast and land use trends analysis with DOF for its next projections. 

 
 
 
 



California Housing and Community Development Department (HCD): 
Regional Housing Need Determination (RHND) based on Population Projections 
 

In consultation with ABAG, HCD developed the RHND based on the partial availability of 2010 
Census data, DOF 2011 interim population projections, and ABAG’s draft forecast.  It took into 
account the abnormally high vacancies and unique market conditions due to prolonged and 
atypical recessionary conditions and an unprecedented national foreclosure crisis. 
 

The purpose of the RHND is to ensure the appropriate local planning for the supply and 
affordability of housing to meet the region’s needs for its population and workers by income 
level.  HCD finalized ABAG’s regional housing need determination for the 2014-2022 projection 
period on February 24, 2012.  There is no statutory provision authorizing HCD to amend a final 
RHND and/or change the RHND projection period. 
 
California Department of Finance (DOF): 2013 Population Projections 
 

DOF uses a baseline cohort-component method to project population by age, gender, and 
race/ethnicity.  The baseline projection recognizes people have the right to migrate where they 
choose and no major natural catastrophes or war will befall the state or the nation.  The 
migration projections for the Bay Area were based primarily on the 2000-2010 period. 
 

A cohort-component method is a demographic model that traces people born in a given year 
through their lives.  As each year passes, cohorts change due to mortality and migration 
assumptions.  Applying fertility assumptions to the women of childbearing age forms new 
cohorts. 
 

The DOF population projections depict only one possible course of future population change, 
i.e., the one reflecting assumed trends in fertility, mortality, and migration.  The model does not 
consider employment, which is a major driver of migration.  Thus, it is not a forecast of the 
most likely outcome.  These projections do not necessarily show what is most desirable but 
rather what can be reasonably expected if recent historical trends continue until the year 2060. 
 
Association of Bay Area Governments (ABAG): Plan Bay Area Forecast 
 

Job growth is the main determinant of population growth in the ABAG regional growth forecast 
as in all major regional forecast modeling in California and around the nation.1  ABAG job 
growth to 2040 is estimated as a share of U.S. projected job growth, based on an assessment of 
regional competitiveness by major industry sectors. 
 

ABAG projections use DOF fertility and mortality assumptions to determine the amount of 
natural increase in the population.  Migration, rather than being tied to recent trends, is a 
function of job growth.  The theory of deriving migration forecasts linked to job growth is that 
most migration is the result of people moving to regions where job growth exceeds the number 
of workers supplied by the local economy and vice versa.  For the Bay Area, the best example is 
the large number of people who migrated to the region from other parts of the state, nation 
and world during the high-tech and dot.com boom of the late 1990s and the exodus out of the 
region in the years when job losses occurred after 2000 when the boom ended. 

                                            
1 Population growth is tied to job growth in the regional projections produced by other regions (SCAG, SANDAG, SACOG, 

AMBAG, and SBCAG).  In addition, job growth is the primary determinant of regional population growth in the models used by 
the three major national forecasting firms – IHS Global Insight, Regional Economic Models, Inc., and Moody’s. 
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Introduction 
 
In January 2013 the California Department of Finance (DOF) released new long-
term population projections for California and each county. These update the 
projections published in 2007. Population growth in the nine-county Bay Area in 
these new DOF projections is substantially lower than projected by the 
Association of Bay Area Governments (ABAG) in their draft regional growth 
projections released in March 2012 and also by DOF in their 2007 projections. 
 
ABAG asked the Center for Continuing Study of the California Economy 
(CCSCE) to examine the differences between the two sets of regional population 
projections in terms of methodology and specific assumptions. CCSCE had 
assisted ABAG in developing the draft regional job, population and household 
projections in 2011 and 2012. 
 
Comparison of ABAG and DOF Population Projections 
 
The Bay Area population is projected to reach 8,453,134 in 2040 in the new DOF 
projections, which is approximately 850,000 below the 9,299,000 residents 
projected in the ABAG regional growth forecast. Regional population is projected 
to increase by 2.1 million between 2010 and 2040 in the ABAG projections 
compared to the 1.3 million population increase projected by DOF. 
 

 
 
As a result, the ABAG projections are higher by 10% in 2040 compared to the 
ABAG projections, which means that the projected 2010-2040 growth is higher 
by 66%. This is based on population growth of 2,134,398 in the ABAG growth 
forecast compared to 1,288,532 growth projected by DOF with both based on a 
2010 Census population of 7,164,602. 
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Methodology 
 
The ABAG population projections are based on the amount of job growth 
projected for the region and on the fertility and mortality (birth and death) 
assumptions developed by DOF for their 2007 population projections. The DOF 
projections are based on assumptions about fertility and mortality and on the 
amount of net migration (foreign and domestic) for each county in the region., 
which in the DOF methodology is not directly tied to job growth. 
  
The new DOF projections incorporate lower fertility assumptions compared 
to the 2007 DOF projections. The implications of this change are discussed 
later in this report. 
 
Job growth is the main determinant of population growth in all major regional 
forecast modeling in California and around the nation. Population growth is tied 
to job growth in the regional projections produced by the Southern California 
Association of Governments (SCAG), the San Diego Association of Governments 
(SANDAG), the Sacramento Association of Governments (SACOG), the 
Monterey Bay Area Association of Governments (AMBAG) and the Santa 
Barbara County Association of Governments (SBCAG). 
 
In addition job growth is the primary determinant of regional population growth in 
the three major national forecasting firms--IHS Global Insight, Regional 
Economic Models, Inc. (REMI) and Economy.com, a division of Moody’s. 
 
The connection of population growth to job growth is through migration. The 
theory and practice of the models listed in the previous paragraph is people will 
move to regions where job growth exceeds the number of workers supplied by 
the local economy and vice versa. For the Bay Area, the best example is the 
large number of people who migrated to the region from other parts of the state, 
nation and world during the dot.com boom and the exodus out of the region in 
the years when job losses occurred after 2000 when the boom ended. See 
Appendix A. 
 
In developing the new population projections, DOF pledged to work with 
local and regional agencies in developing migration assumptions. The 
methodology statement associated with the January 2013 projection release 
states: 
 
Migration—The Department of Finance relied on the expertise of local agencies to assist in the 
development of local area migration assumptions. When local input was not available, the 
migration assumptions were made by the Department of Finance based on historical analysis of 
the county’s migration patterns. 
 

The goal of cooperation between DOF and local agencies in the development of 
migration assumptions was to incorporate the impact on migration of local and 
regional agency long-term job projections. 
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DOF did not incorporate feedback from the ABAG regional growth 
projections released in 2012 into their new population projections released 
in 2013.  
 

Such consultation did occur between DOF and SCAG with the result that the new 
DOF projections were lower by 1.7% compared to the recent SCAG regional 
growth forecast, which is consistent with the lower expected fertility rates. This 
result compares to the 10.0% difference between the DOF and ABAG projections 
where no consultation occurred. 
 
The Causes of the Population Projection Difference 
 
The Bay Area projected population in 2040 is more than 1 million people lower in 
the 2013 DOF projections compared to the DOF 2007 projections.  

 
 
There are three components to the differences between the 2007 and 2013 DOF 
projections and these are helpful to understand in explaining the differences 
between the 2013 DOF projections and the 2012 ABAG growth forecast. 
 
     Differences in Migration Assumptions 
 
The 2013 DOF projections have 573,000 fewer migrants into the region between 
2010 and 2040 compared to the 2007 projections as well as 375,000 fewer 
births. The remaining differences are accounted for by different population 
growth between 2007 and 2010 and the finding from the 2010 Census that there 
were fewer Bay Area residents than estimated by DOF prior to the 2010 Census. 
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The largest component of difference between the earlier and recent DOF Bay 
Area population projections is the assumption about migration.  
 
The DOF migration assumptions are not consistent with the job growth 
projected by ABAG but also not consistent with recent job, population and 
migration trends in the region. 
 
In the absence of using the new ABAG growth forecast as a basis for projecting 
migration, DOF used a method that relied heavily on the migration trends 
between 2000 and 2010. But these trends are not a good guide to the future and 
are already being reversed by the resurgence of job growth are related 
population growth since 2010. 
 
Between 2000 and 2010 the Bay Area had net outmigration of 143,389 as a 
result of net outmigration of 159,633 following the dot.com bust in 2000. Between 
2000 and 2010 the region experienced two recessions that affected the migration 
pattern for the decade. 
 
Since 2010, job growth has resumed and migration has turned positive and 
population growth is accelerating. Between December 2010 and December 
2012, the Bay Area added 144,400 non-farm wage and salary jobs of which 
91,400 were added in the most recent 12 months. The average job growth for 
these two years was 72,200, which is more than twice as much as the average 
annual job gain projected to 2040 in the 2012 ABAG growth forecast. These 
estimates will be updated when revised job estimates are released on March 22. 
 
The recent job growth is beginning to be reflected in population and migration 
growth. Estimates are available only through June of 2012. For the two years 
from July 2010 through June 2102, the region added 130,000 residents (65,000 
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per year) and had net migration of 45,300 (22,650 per year) according to DOF 
estimates. 
 

 
 
The actual migration and population growth for 2010-2012 is running far ahead of 
the growth projected by DOF for the region between 2010 and 2020. DOF 
projects annual net migration of just 5,200 for the region and annual population 
growth of 43,300. In addition, the actual migration and population growth for 2011 
and 2012 was lower than would normally be associated with the recent job 
growth because some of the job growth was filled by existing residents who were 
unemployed. 
 
However, going forward the current levels of job growth should bring much higher 
levels of migration and population growth. 
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     Differences in Fertility and Births in the Region 
 
The methodology for developing the regional population growth forecast for 
ABAG was to use job growth as the principal determinant of population growth 
but also to use the 2007 DOF assumptions about births, age and ethnic changes.  
 
If the new DOF projections were available when the ABAG growth forecast was 
prepared, the new fertility and birth assumptions would have been used. 
 
The new DOF projections have approximately 280,000 fewer residents aged 0-
19 in 2040 compared to the ABAG growth forecast. However, the ABAG forecast 
has approximately 850,000 more total population of which approximately 195,000 
would be aged 0-19.  
 
As a result the population total consistent with the ABAG job growth projection 
would be approximately 85,000 lower in 2040 (280,000-195,000). 
 
These results could differ on the basis of a full new run using the DOF ethnic 
group and fertility assumptions.  
 
     Additional Findings in Reviewing the DOF Migration Assumptions 
 

 The DOF projections show regional migration of 75,234 for the 2011-2015 
period, -23,208 for 2016-2020 and 57,760 for 2021-2025. The negative 
migration in 2016-2020 is without explanation and inconsistent with a 
recovering economy even if job growth slows from current levels. All five-
year projections assume annual growth far below the level experienced in 
2011 and 2012. 
 

 Migration to Santa Clara County goes from 16,240 for 2011-2015 to a 
minus 53,855 for the following five years. Migration for 2011 and 2012 
alone totaled 12,600 and the county is in a period of exceptionally strong 
job growth.  
 

 Similar unexplained declines in migration are assumed for Alameda, San 
Francisco and San Mateo counties while migration is assumed to increase 
in Solano and Contra Costa counties during this same 2016-2020 time 
period. 

 
 
Comparison of Census Bureau and DOF Projections 
 
The Census Bureau and DOF had different population estimates for 2010 and 
have different estimates for state population growth between 2010 and 2012. The 
Census Bureau estimates for 2010 were almost exactly matched by the actual 
Census results while the DOF estimates turned out to be 1.5 million above the 
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2010 Census results for the state and nearly 350,000 higher for the ABAG 
region. 
 

 
 
Currently the Census Bureau estimates that California added more than 200,000 
residents in the past two years compared to the DOF estimates. The Census 
Bureau county estimates will be released on March 14, 2013 and this report will 
be updated with the latest results. The difference between the DOF and Census 
Bureau estimates for the state is that DOF has the state population increasing by 
1.5% during this period or below the 1.7% national growth while the Census 
Bureau has the state outpacing the nation with 2.1% population growth. 
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Conclusions 
 
The new DOF Bay Area population projections are inconsistent with recent 
trends in job and population growth and with the ABAG regional growth forecast 
for job and population growth to 2040. 
 
The principal reason is that DOF did not consult with ABAG in developing their 
migration assumptions for Bay Area counties as set forth in their projection 
methodology and, as a result, used migration assumptions that are inconsistent 
with recent, current and projected job growth. 
 
DOF has developed new birth rate assumptions that should be incorporated in 
any new ABAG projections and would lower the 2040 population consistent with 
current job projections by approximately 85,000 residents under the age of 20. 
 
DOF has announced plans to update their population projections more frequently 
from now on. ABAG can provide the adopted growth forecast and associated 
methodology to DOF prior to the next round of DOF population projections. In 
addition, ABAG can meet with DOF and provide them with this analysis to see 
whether DOF is willing to publish an acknowledgement that their Bay Area 
projections did not take account the of ABAG regional job growth forecast.  
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Appendix A: Chronology of Bay Area Job and Population Growth 
 
Long–term growth forecasts prepared by major regional planning agencies in 
California and national forecasting firms base long-term population growth 
projections on the amount of projected job growth. 
 
Major shifts in population growth and migration follow job trends. For example, 
the population in Detroit, Pittsburg and Cleveland declined after the declines in 
auto and steel jobs, not before. People left because the jobs went away, not vice 
versa. Similarly, the large outmigration from Southern California in the 1990s 
occurred after the aerospace and construction job losses, not before. 
 
This pattern of migration following job trends is shown below for the Bay Area 
between 1991 and 2009. II 1991, 1992 and 1993 migration was positive as a 
result of the strong job growth in the late 1980s and despite the fact that job 
losses were occurring. In 1995 and 1996 migration to the region was virtually 
zero in response to earlier job losses despite the addition of more than 150,000 
jobs in these years.  
 
Similarly migration turned negative after the dot.com bust in 2001, not before. 
And net migration remained negative in 2005 and 2006 despite the fact that job 
levels were increasing in both years. Migration turned positive in 2007 and 2008 
in reaction to the job growth in 2005 and 2006 even though job levels fell in 2008. 
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CENTER FOR CONTINUING STUDY OF THE CALIFORNIA ECONOMY  
 

575 MIDDLEFIELD ROAD SUITE 110 • PALO ALTO • CALIFORNIA • 94301 
 

TELEPHONE:  (650) 321-8550 
FAX:  (650) 321-5451 

                                                                                                      www.ccsce.com  
 
DATE:  June 11, 2013 
 
TO:                Miriam Chion 
              
FROM: Stephen Levy 
 
SUBJECT:    Review of Beacon Report on Plan Bay Area Regional Growth 

Forecasts 
 
The Plan Bay Area is based on a forecast of job and population growth that has 
the Bay Area growing slightly faster than the nation between 2010 and 2040. For 
both jobs and population the average annual growth rates in Plan Bay Area are 
less than 1% per year. 
 

 
Plan Bay Area Growth 2010-2040 

 

     

 
Jobs 

 
Population 

 

  
Average Annual  

 
Average Annual  

 
Total Growth  Growth Rate Total Growth  Growth Rate 

Bay Area 33% 0.96% 30% 0.88% 

United States 29% 0.85% 27% 0.80% 

 
A recent report from Beacon Economics argues that Plan Bay Area anticipates 
more job and population growth for the region than is reasonable. The report 
makes several arguments including: 
 

 That the Plan Bay Area forecast does not use up-to-date data including a 
downward revision in 2010 job estimates of 300,000 jobs 
 

 That the Plan Bay Area did not acknowledge the coming slowdown in job 
and population growth 
 

 That the Plan Bay Area forecast has an optimistic assessment of regional 
job growth because it does not take account of the impact of high housing 
prices on future job growth 
 

 That the Plan Bay Area forecast is higher than the population forecasts of 
other agencies including the California Department of Finance (DOF) 
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The argument that more up-to-date data is available in 2013 compared to what 
was available in 2011 is, of course, true but the implication of this fact in the 
Beacon report is contradicted by the facts. 

 

First, the statement on page 1 that EDD revised Bay Area job estimates for 2010 
downward by 300,000 jobs and that this change was not recognized in the Plan 
Bay Area growth forecast is incorrect for two reasons. One, the EDD revisions for 
the Bay Area job estimates in 2010 were upward revisions, not downward 
revisions. EDD revised the Bay Area job estimates upward for 2010 by 
approximately 38,000 jobs between the first estimates and the final estimates. 

 
The larger mistake in the Beacon report is comparing their estimate of wage and 
salary jobs with the ABAG forecast baseline job estimate for 2010 that included 
approximately 300,000 self employed jobs. So there is actually no major 
difference between the Beacon and ABAG Bay Area job estimate for 2010. 
The alleged error on ABAG’s part actually represents confusion by Beacon. 
 
Second, nearly all of the “more up-to-date” data released since 2011 argues for 
supporting or raising, not lowering, the Bay Area growth forecast to 2040: 
 

 In the 18 months from October 2011 through April 2013 the Bay Area 
added 129,500 jobs or a rate of 86,000 jobs per year and experienced a 
job growth rate that was 50% higher than the national average 
 

 The latest DOF population estimates show the Bay Area as the fastest 
growing region in the state between January 1, 2012 and 2013 adding 
more than 75,000 residents led by Santa Clara County with a gain of 
28,600 residents or 1.6%--the fastest growing county in the state 
 

 Moreover the latest Census Bureau population growth estimates for the 
Bay Area since the 2010 Census show the region had added 60,000 more 
residents than estimated by DOF for the period ending June 30, 2012. 
 

 The immigration discussions in Congress today were not anticipated in the 
Plan Bay Area forecast for the nation, state or region. Most reforms would 
substantially increase annual immigration flows into the nation, many in 
areas that would directly benefit the Bay Area economy competitive 
position and add to the population and job growth in the nation to 
2040. 
 

The Beacon report and earlier critiques of the Plan Bay Area growth forecast 
point to the lower regional population projection recently published by DOF. As 
previously reported, use of the new DOF birth rate projections would lower the 
Bay Area 2040 population projection by approximately 100,000 residents, all of 
whom would be children and not relevant to the job or household forecasts. 
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On the other hand the Beacon report and other critiques are themselves guilty of 
not using the most up-to-date information including the following quotes from the 
Overview prepared for the joint ABAG, DOF and HCD (California Housing and 
Community Development Department) meeting held in March 2013 including: 
 

 DOF’s 2013 projections do not take into account the high job, migration, and 
population growth from 2010 to 2012.  

 
 DOF and the regional planning agencies are working toward better ways to 

incorporate job growth forecasts into the DOF migration assumptions. DOF 
acknowledges that ABAG employment methodology and its impact on migration is 
reasonable.  

 
As a result the DOF population projections cannot be used as a reason to 
discredit the Plan Bay Area regional job and population growth forecasts.  
 
The statement that the Plan Bay Area forecast to 2040 did not take the slowdown 
in expected job and population growth in the nation from demographic changes is 
similarly incorrect. The U.S. job and population growth upon which Plan Bay Area 
forecasts were based does, indeed, have slowing job and population growth as 
shown below. Job growth will slow substantially in the decade after 2020 as baby 
boomers exit the workforce and will pick up only slightly in the following decade 
as the next generation of children comes of working age. Annual population 
growth in the nation slows each ten years. Also, as indicated above, these 
projections do not take account of increases in immigration and population 
growth likely to occur as a result of current immigration reform 
discussions. 
 
National Growth Rates Used in Plan Bay Area (Average Annual 
Growth Rates) 

 

     

    
Total Growth 

 
2010-2020 2020-2030 2030-2040 2010-2040 

Jobs 1.41% 0.51% 0.66% 29.3% 

Population  0.85% 0.83% 0.69% 26.7% 

 
The statement that Plan Bay Area did not take housing constraints into account 
is incorrect. Actually, ABAG lowered the CCSCE job and population projections 
to take account of constraints in the amount of housing that could reasonably be 
expected by 2040. The direct quote from Plan Bay Area is shown below. 
 
“ABAG adjusted for housing production limitations by 2040 that influence the number of 
workforce households that can be accommodated in the region. These housing production 
limitations, in turn, limit job growth in the region and reduce total population growth.” 
 
Many critiques of Plan Bay Area are associated with the concern of residents in 
some communities that the Regional Housing Needs Assessment housing 
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targets for 2022 are too high. While the RHNA was not an issue in the Beacon 
report, readers should note that the Beacon population forecast is higher than the 
Plan Bay Area forecast for 2020. As a result, residents and planners concerned 
about the impact of the Plan Bay Area forecast on the current regional RHNA 
allocation should understand that the regional and local allocations using the 
Beacon 2020 forecast would be higher than the current allocations. 

 
The remaining and central area of contention is about the Plan Bay Area forecast 
that job growth in the Bay Area would be slightly higher than in the nation to 2040 
as a result of the region’s strong economic base of technology and Pacific Rim 
trade, tourism and financial connections. 
 
The Beacon report argues that the recent rapid job growth in the region is “catch 
up” from the recession job losses and is not a valid indicator of future job growth. 
Recent evidence suggests this is not a strong argument. In April 2013 the Bay 
Area had recovered all but slightly more than 1% of the recession job losses (the 
Bay Area is closer to full recovery than the state or nation) and the 
unemployment rate was below the national average, often well below, in 8 of the 
9 Bay Area counties.  
 
Yet job growth is continuing at a pace well above the national average with major 
company expansions going on all around the region and a housing recovery now 
underway that will boost construction-related jobs. Moreover, the industries at 
the center of the region’s economic base are identified in all major national 
forecasts as the industries with the most high-wage job growth in the 
nation to 2040. 
 
The recent evidence suggests that the next update of Plan Bay Area will identify 
higher, not lower, long–term job and population growth for the region but such 
revisions should await the evidence of the next few years.  
 
Moreover, given the recent job gains the Bay Area has already achieved in 2013 
the share of U.S. jobs projected in Plan Bay Area for 2040. In order for the Plan 
Bay Area growth forecast to be too high, the region would need to 
experience job growth below the national average for the next 27 years and 
without any increase in U.S. population growth from immigration reform. 
 
Yet, in the most recent “up-to-date” data, the UCLA long-term forecast released 
on June 6, 2013 has California outpacing the nation in job growth in each of the 
next ten years. And other recent UCLA reports have the Bay Area continuing as 
the job growth leader in the state. 
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WHY CREATING AND PRESERVING AFFORDABLE 
HOMES NEAR TRANSIT IS A HIGHLY EFFECTIVE 
CLIMATE PROTECTION STRATEGY



ABOUT CHPC

THE STATE CREATED THE CALIFORNIA HOUSING PARTNERSHIP CORPORA-

TION 25 YEARS AGO AS A PRIVATE NONPROFIT ORGANIZATION WITH A 

PUBLIC MISSION: TO MONITOR, PROTECT, AND AUGMENT THE SUPPLY OF 

HOMES AFFORDABLE TO LOWER-INCOME CALIFORNIANS AND To PROVIDE 

LEADERSHIP ON AFFORDABLE HOUSING FINANCE AND POLICY. SINCE 

1988, THE CALIFORNIA HOUSING PARTNERSHIP HAS ASSISTED MORE THAN 

200 NONPROFIT AND LOCAL GOVERNMENT HOUSING ORGANIZATIONS TO 

LEVERAGE MORE THAN $5 BILLION IN PRIVATE AND PUBLIC FINANCING TO 

CREATE AND PRESERVE 20,000 AFFORDABLE HOMES.

WWW.CHPC.NET

ABOUT TRANSFORM

TRANSFORM PROMOTES WALKABLE COMMUNITIES WITH EXCELLENT 

TRANSPORTATION CHOICES TO CONNECT PEOPLE OF ALL INCOMES TO 

OPPORTUNITY, KEEP CALIFORNIA AFFORDABLE AND HELP SOLVE OUR 

CLIMATE CRISIS. WITH DIVERSE PARTNERS WE ENGAGE COMMUNITIES IN 

PLANNING, RUN INNOVATIVE PROGRAMS AND WIN POLICY CHANGE AT 

THE LOCAL, REGIONAL AND STATE LEVELS.

WWW.TRANSFORMCA.ORG 

Support for this research was provided  by the Ford Foundation
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Executive Summary
California is currently debating how to invest greenhouse gas (GHG) cap-and-

trade auction proceeds so that they result in real, quantifiable and verifiable 

greenhouse gas reductions.

A new analysis of data from Caltrans’ California Household Travel Survey (CHTS) 

completed in February 2013 shows that a well-designed program to put more 
affordable homes near transit would not just meet the requirements set by the 

California Air Resources Board (ARB), but would be a powerful and durable 
GHG reduction strategy – directly reducing driving while creating a host of 

economic and social benefits.

Conducted by the nationally recognized Center for Neighborhood Technology 

(CNT), the analysis identified 36,000-plus surveyed households that had provided 

all relevant demographic and travel data and divided them into five income 

groups, living in three types of locations based on their proximity to public 

transportation:

• Transit-Oriented Development (TOD) as defined by the California
Department of Housing & Community Development (HCD) requires homes 

be built within a 1/4 mile radius of a qualifying rail or ferry station or bus  

stop with frequent service.

• TOD as defined by the Sustainable Communities and Climate Protection 
Act of 2008 (SB 375) requires housing to be built within a 1/2 mile 

radius of a rail or ferry station, or a bus stop but with lesser frequencies 

than HCD’s definition.

• Non-TOD areas that do not meet either of these definitions.

Here are two key findings: 

•  Lower Income households drive 25-30% fewer miles when living within 1/2 

mile of transit than those living in non-TOD areas. When living within 

HCD’s 1/4 mile of frequent transit they drove nearly 50% less.

•  Higher Income households drive more than twice as many miles and own 

more than twice as many vehicles as Extremely Low-Income households 

living within 1/4 mile of frequent transit. This underscores why it is critical 

to ensure that low-income families can afford to live in these areas.
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In response to soaring demand from Higher Income households for condos and 

luxury apartment developments near public transit, there has been a surge of new 

development.  The CNT report shows the tremendous greenhouse gas reductions 

the state can achieve by ensuring that more low-income households can also live 

in these areas through investment of cap-and-trade auction proceeds.

DESIGNING A CAP-AND-TRADE INVESTMENT PROGRAM 
THAT MAXIMIZES GHG REDUCTIONS 

The CNT analysis provides robust evidence that an investment by the state in the 
creation and preservation of affordable housing located within 1/4 mile of frequent 
transit can dramatically reduce GHGs.  

Using conservative assumptions, TransForm and the California Housing Partnership 
calculated that investing 10% of cap and trade proceeds in HCD’s TOD Housing 
program for the three years of FY 2015/16 through FY 2017/18 would result in 
15,000 units that would remove 105,000,000 miles of vehicle travel per year 
from our roads. 

Over the 55-year estimated life of these buildings, this equates to eliminating 5.7 
billion miles of driving off of California roads. That equates to over 1.58 million 
metric tons of GHG reductions, even with cleaner cars and fuels anticipated.

What’s more, the State can significantly increase these GHG reductions. The savings 
in miles driven described above is based solely on location and income, but HCD has 
a variety of ways their program could further reduce GHGs such as giving priority to 
developers who provide free transit passes for residents, adjacent carsharing pods, 
and bicycle amenities.

Finally, TransForm and CHPC offer a methodology for verifying and reporting the 
reductions.  
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Introduction

California has been a leader on climate change since passing 

AB 32, the California Global Warming Solutions Act in 2006.   

Recognizing that transportation-related GHGs accounted for 

37% of California’s total GHGs, the legislature also passed 

SB 375 in 2008.  The primary aim of this law is to reduce the 

amount people drive and associated GHGs by requiring the 

coordination of transportation, housing, and land use planning 

at a regional scale.   

Ensuring that households of all incomes, and especially lower-income households who 

use transit most, are able to live near transit and jobs is crucial to the GHG reduction 

framework set up by SB 375. Yet the law does not provide any new financial resources 

to make the production and preservation of affordable homes near transit feasible.  

AB 32 enabled the California Air Resources Board (ARB) to use market mechanisms to 

support reductions in GHGs.   With the auction of greenhouse gas pollution allowances 

now taking place every quarter, state leaders are debating how to invest greenhouse 

gas cap-and-trade auction proceeds so that they result in real, quantifiable and 

verifiable greenhouse gas reductions.

In May 2013, ARB released its Cap-and-Trade Auction Proceeds Investment Plan, which 

identified “priority State investments to achieve GHG reduction goals and produce 

valuable co-benefits.” ARB recommended that Sustainable Communities and Clean 

transportation receive the largest investment amount. 

Importantly, ARB also recognized that the creation and preservation of affordable 

homes near transit should be part of this investment strategy, specifically naming the 

Department of Housing and Community Development’s Transit-Oriented Development 

Housing program (HCD TOD) as an existing program that would be able to carry out a 

GHG reduction program relatively quickly and efficiently.  

This report begins with CNT’s analysis demonstrating for the first time the interrelation-

ship between income and living in close proximity to transit, as defined by the HCD 

TOD criteria as well as by the SB 375 criteria.  
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The report then uses this information to calculate the GHG savings that would result 

from investing a portion of the cap-and-trade auction proceeds in affordable TOD 

homes over the next three years.

The key to CNT’s ability to analyze these critical relationships is excellent, recent, 

statewide data made available by the California Household Travel Survey (CHTS) in 

2013. The CHTS data, the collection of which was coordinated by Caltrans with 

support from a host of state and regional agencies, consists of one day travel surveys 

from over 40,000 households from all 58 counties in California and was collected 

from February 2012 through January 2013. CNT identified 36,197 household surveys 

from the CHTS that contained all relevant household demographic, location, and 

travel information needed for this analysis. A final report from CNT with additional 

data is anticipated in June 2014.

 

DEFINING TRANSIT-RICH AREAS AND 
STUDY METHODOLOGY

To determine accepted definitions of transit-rich areas, CNT worked with CHPC, 

TransForm and other experts to review California law and programs.  Two well-used 

definitions were identified.  The first is used by the California Department of 

Housing and Community Development (HCD) in its Transit-Oriented Development 

(TOD) Housing Program and the second is from the language of SB 375 defining 

High-Quality Transit Areas (HQTAs). 

• HCD TOD Areas - HCD’s TOD Housing Program Guidelines define TOD areas as 

being within 1/4 mile of a qualifying rail or ferry station or a bus stop with ten 

minute headways during the peak period defined as 7am to 10pm and 3pm to 

7pm on weekdays.  For any transit stop to qualify, it must offer hourly service 

on weekday evenings from 7pm to 10pm and have at least ten trips on both 

Saturday and Sunday. (TOD Housing Program:  Third Round Guidelines, 2013.)

• High Quality Transit Areas (HQTAs) – SB 375 defines HQTAs as the area within 

1/2 a mile of a rail or ferry station, regardless of service frequency at that  

station, as well as all bus stops with at least 15-minute headways during the 

peak period, as defined above.

CNT identified these geographies using its proprietary AllTransitTM database, which 

is based on the general transit feed specification (GTFS).  AllTransitTM is the most 

comprehensive repository of GTFS data because CNT compiles publicly available 

feeds, acquires feeds that exist but are not publicly available, and codes its own 

feeds where none exist or are available.  Areas that do not meet either of these 

definitions are defined as “non-TOD”.
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INCOME CATEGORIES

CNT categorized surveyed households using U.S. Department of Housing and Urban 

Development (HUD) income categories in order to compare households across all of 

California, which has wide variation in local incomes and housing costs. HUD pub-

lishes an annual listing of income thresholds based on the area Median Family Income 

(MFI) for each county by metropolitan area and includes adjustments for household 

size. HUD includes three lower income categories in this annual spreadsheet and CNT 

added two additional categories for moderate and higher income households based 

on the same assumptions used to calculate the lower income categories:

• Extremely Low-Income (ELI) – Households earning 30% or less of MFI

• Very Low-Income (VLI) – Households earning 50% or less of MFI

• Low-Income (LI) – Households earning 80% or less of MFI

• Moderate Income – Households earning between 80% and 120% of MFI

• Higher Income – Households earning more than 120% of MFI

INITIAL RESULTS

Preliminary findings from CNT’s analysis of the CHTS reveal that living in proximity 

to transit-rich areas and household income are two major factors that impact the 

number of household trips as well as household vehicle miles traveled (VMT). 
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FIGURE 1. Household VMT per Day
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VEHICLE MILES TRAVELED (VMT)

The report data clearly shows that all income groups experience significant differences in average 
daily VMT depending on where they live. The difference in VMT for households living in HCD TOD 
areas compared to those in non-TOD areas range from 50% fewer VMT for Extremely Low-Income 
(ELI) to 37% fewer for Higher income households. All income groups living in HQTAs have 25-30% 
lower VMT than similar-income households living in non-TOD.

Extremely Low-Income households living in HCD-TOD areas have by far the lowest VMT of any 
household group, logging only 20.7 VMT per day on average, almost 60% less than the 49.3 average 
VMT of Higher income households also residing in HCD TOD areas.



FIGURE 2. Household Vehicle Ownerhship
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VEHICLE OWNERSHIP

The biggest single determinant of VMT–and therefore GHG emissions–is ownership of a private 
vehicle. Within the HCD TOD areas, all income groups own cars at a rate that is at least 30% lower 
than non-TOD areas. However, Extremely Low-Income households particularly economize on 
vehicle ownership when living in TOD.  On average, these households own only 0.70 vehicles per 
household – less than half the number of cars owned by Higher Income households (1.65 vehicles 
per household). 

The chart below demonstrates that, contrary to popular perception, lower income households 
have relatively high car ownership when they lack access to transit.   This finding is significant 
because it indicates the large financial savings that lower income households can accrue by 
being able to avoid vehicle ownership by living near transit.1  Transportation costs, primarily those 
associated with vehicle purchase, maintenance and operations, are the second highest household 
cost after housing.2  In other words, providing affordable TOD homes not only lowers GHGs but 
also reduces both transportation and housing costs while providing strong access to services and 
employment opportunities.

There are other benefits of low-vehicle ownership rates.  For example, vehicles take up significant 
space in the form of parking and street space.   Locating affordable homes near transit allows 
communities to maximize the beneficial uses of these areas as shown in graphic on page 13. 



FIGURE 3. Household Vehicle Trips per Day
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VEHICLE TRIPS

Income and location also have a significant correlation with the number of vehicle trips that are 
made. Figure 4, below, shows that households of all incomes make fewer vehicle trips when they 
live in HCD TOD areas compared to non-TOD locations.  On average, Extremely Low Income 
households make only 3.22 vehicle trips per day – roughly half the number of trips made by 
Higher Income households (6.34 trips) in HCD TOD areas. 

Fewer vehicle trips means not only fewer vehicle miles traveled but also less congestion and 
fewer vehicles idling in stop-and-go traffic. Congested driving conditions due to more vehicles on 
the road result in higher GHG emissions and criteria air pollutants.  Reducing the number of trips 
in highly populated areas also has beneficial air quality impacts and can improve bicycle and 
pedestrian safety.3



FIGURE 4. Household Transit Trips per Day 
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TRANSIT TRIP FINDINGS

From a transportation investment policy and planning perspective, it is important to know that 
households in transit-rich areas not only drive less, but also use transit more.  In this regard the 
findings on differences based on both location and income are profound:  

Households living in HCD TOD areas use transit at rates that are triple or quadruple the rates 
of households living in non-TOD areas.  The transit trip bonus4 is much higher, however, for the 
groups making less than 50% of median income.  Extremely Low Income and Very Low Income 
households living in a HCD TOD take transit 50% more than their neighbors from higher income 
brackets.



Designing a Cap-and-Trade 
Investment Program that 
Maximizes GHG Reductions
The California Department of Housing and Community Development (HCD) 
developed a program for funding affordable homes near transit, with the first rounds 
of funding.  Initially funded by the passage of Proposition 1C in 2006 this Transit-
Oriented Development Housing Program (TOD) is now depleted. 

The TOD Housing program was designed with the specific goals of increasing public 
transit ridership, minimizing automobile trips, and promoting GHG reductions. This 
report demonstrates that HCD’s TOD program is an excellent starting point for an 
affordable housing program that is focused on maximizing GHG reductions. 

Some strong key attributes of the existing HCD TOD program include:
• location within 1/4 mile of frequent transit;
• strong access to services and job centers;
• serving households at lower income levels;
• offering additional points for: 
     • free or discounted transit passes to residents;
     • innovative parking, including allowing shared parking between different; uses and 
     • offering dedicated spaces for carsharing vehicles.

CREATING AN EVEN MORE TRANSFORMATIVE 
AFFORDABLE TOD HOME PROGRAM
If funding for HCD’s TOD program is to be focused on further increasing GHG 
benefits, both for residents and for the surrounding community, the program could 
consider potential changes that include providing additional incentives to developers 
who are proposing to include more GHG-reducing measures. These measures 
can include:

Focus on housing more ELI and VLI households.  The HCD TOD program currently 
sets a minimum of 15% of all units be made affordable to low income households 
with maximum points awarded for applicants increasing this level to 25%.  However, 
there are no requirements to serve ELI or VLI households, per se.  Now that we have 
new data showing the GHG associated with housing these income groups, we pro-
pose that the HCD TOD program provide incentives to developers to provide at least 
10% of the homes affordable to ELI households and provide maximum points for de-
velopers willing to go above the current 25% maximum.  In recognition of the greater 
costs involved in producing housing affordable to these lower income households, 
HCD TOD should consider increasing loan and grant amounts accordingly. 
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Free transit passes.  Studies 
have shown that free transit passes 
lead to much higher transit ridership 
and lower GHGs. For example, a 
survey of 1,500 low income renters 
found that 64% use a transit pass 
more than four times per week, 
and 22% said their passes reduce 
the number of cars owned 
in their household.5

Car share vehicles on site, with free membership for residents. Car sharing 
dramatically reduces vehicle ownership and trips, especially in areas with strong 
access to transit.6 Yet there have been few models of long-term agreements to 
provide on-site carsharing. TransForm’s GreenTRIP program has worked with City 
CarShare, Zipcar and affordable housing developers to arrange for long-term 
agreements for pods in or adjacent to new developments. To maximize GHG 
benefits and get additional points, developers could be encouraged to have 
electric vehicles, or at least high mileage hybrid cars, carshare pods.

Create space for bike sharing. By 2015 there will be bike sharing programs in 
the four major regions of California. The evidence of bike sharing’s benefits and what 
it takes to do it well (especially the need for a larger scale) is growing by the month.7  
Creating the space for bike share pods adjacent to new developments is critical.  

Other innovative trip reduction strategies. Providing amenities like bicycle-
fixing stations, pedestrian trunks to support walking to shopping, and travel kiosks 
that have real-time travel information will also help reduce VMT. 

Less Parking: An example of the additional benefits of 
affordable homes near transit.

CNT’s analysis shows that Higher Income households living in HCD TOD areas have 
vehicle ownership rates of 1.65 vehicles/household. In comparison, extremely low 
income households only own on average 0.7 vehicles/household. While there are 
several benefits of lower vehicle ownership, the reduced need for parking is a signifi-
cant one.  We have developed a graphic representation showing the reduced parking 
needed for a hypothetical development near transit and the increase in the number 
of homes that can be provided. 

By designating 100% of the homes as “affordable” for Extremely Low-Income 
households, in a prototypical eight-acre development site with an initial plan of 875 
units in six-story buildings and 1.65 parking spaces per unit (parking in red), the 
parking can be reduced to 0.7 spaces/unit.  Within the exact same building 
envelope the developer can add 146 units to the same building envelope (seen as 
green). The number of spaces can be further reduced by adding the trip reduction 
strategies mentioned above.

A family at First Community Housing’s Fourth St. Apartments 
shows off their free VTA transit passes. These passes would  
typically cost $770 per year for adults and $495 for children.



Estimating the future GHG reduction 
benefits of building affordable 
transit-oriented development
For this analysis, we assume that a new affordable unit will be occupied by a household 
moving from a location less accessible by transit. While it can not be guaranteed that 
new units will be occupied by a mover of this type, each new unit represents an addition 
to the total supply of housing near transit and an additional household living near transit 
that otherwise would not be able to afford to do so. 

We focus our calculations on Extremely Low-Income and Very Low-Income households 
because public investment is most essential to building and preserving homes for these 
income groups. We assume that homes in affordable TOD would serve 50% ELI house-
holds and 50% VLI households. 

We also assume that public investment in affordable TOD would be focused in areas 
meeting HCD’s TOD program criteria.  

The average difference in daily VMT for ELI and VLI households living in HCD TOD areas vs. 
non-TOD is -19.25 VMT per day. The annual difference is -19.25 VMT x 365 = -7,026.3 VMT.    

If 10% of cap-and-trade funds are invested in affordable TOD as currently proposed, an 
average of $250 million per year will be invested in each of the three fiscal years running 
from 2015/2016 through 2017/2018.  (This assumes total cap-and-trade allocation of $2 
billion the first year, rising by $500 million per year)

Using HCD’s current TOD program guidelines, we assume that each building would get 
the maximum of $50,000 per unit from these cap-and-trade funds.  In the past, each 
affordable unit receiving funding has been required to remain affordable for 55 years, so 
we keep that timeframe as the durability of the program.
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Units         875            1,021  +146

1.65 PARKING SPACES PER UNIT                   vs. 0.7

1.65
HIGHER 
INCOME

0.7
EXTREMELY

LOW-INCOME
CHANGE

Parking Spaces     1,444               715   -729

  $28.8                     $14.3m                -$14.5mParking Cost
($20,000/space)
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Using these conservative assumptions, investing 10% of cap-and-trade proceeds in 
HCD’s TOD program would result in 15,000 transit-connected homes that would 
remove 105,000,000 miles of vehicle travel per year from our roads.  

Over the 55-year estimated life of these buildings, this equates to eliminating 5.7 
billion miles of driving off of California roads. That equates to over 1.58 million 
metric tons of GHG reductions, even with cleaner cars and fuels anticipated8.

WHY THIS GHG CALCULATION IS CONSERVATIVE
The GHG benefits stated above are conservative in several ways.  Most importantly, 
the estimate only includes direct GHG reductions from the difference in location, 
when in reality it will be possible to estimate additional benefits due to these factors:

• On-site trip reductions strategies that are part of HCD’s TOD program.

• Access to new carshare, or through new local services (if applicable).

• Low-income households, on average, own less efficient vehicles that generate 
more GHGs9.   As new vehicles quickly increase their efficiency, especially the 
more expensive hybrids and electric vehicles, that differential is likely to increase.  

• Homes for low-income families are more compact, meaning a greater density 
of homes and a better use of these limited areas10. 

HOW TO BEST VERIFY ACTUAL GHG REDUCTIONS?
To analyze actual reductions of vehicle miles travelled and GHGs we recommend that 
HCD and ARB design a monitoring program that could include travel diary surveys, 
or sample trip generation studies (using black pneumatic tubes). While HCD would 
need to ensure proper design and implementation of these methods, they all are 
feasible to get a good estimate of VMT. 

Finally, we suggest that firm commitments for on-site trip reduction strategies be 
developed. TransForm’s GreenTRIP program now works to get these commitments 
written into the conditions of approval for the project, for example.

CONCLUSIONS 
The findings of this report make clear the powerful way in which living close to tran-
sit and household income affect household travel behaviors.  Increasing the amount 
of housing in transit-rich areas for households of all income levels can help reduce 
the state’s GHG emissions. While private equity markets are actively investing in 
transit-oriented residential development for Higher Income households, there is next 
to no private capital to meet the need to preserve and create homes in transit-rich 
areas that are affordable to Low Income households. 



Investing cap-and-trade funds in affordable TOD will ensure that the state captures 
the full GHG reduction benefits possible from the integration of land use, housing, and 
transportation planning. These benefits include:

• Reducing VMT for low income households by nearly 50% from non-TOD 
locations and achieving levels of VMT 60% below those of higher income 
households also living in TOD.

• Reducing car ownership by .63 vehicles per household,  or more than one car 
for every two low income households, and freeing up land used for parking to
create housing and public space.

• Decreasing vehicle trips and increasing transit trips, helping to ease congestion 
and increase transit ridership by at least 50% more than the ridership achieved 
by Higher Income households.

• Lowering household transportation costs and providing improved access 
to jobs and services.

Furthermore, affordable housing developers have a proven track record of implementing 
transportation demand management strategies like those structured into the HCD TOD 
program including: reduced parking, free transit passes for residents, and bike and car 
share on site. With these policies in place, the production and preservation of affordable 
TOD homes funded through cap-and-trade will reduce VMT by millions of miles per year, 
offering an important tool in California’s efforts to reduce GHG emissions. 

ENDNOTES

1. California Housing Partnership Corporation, Building and Preserving Affordable Homes Near Transit: 
Affordable TOD as a Greenhouse Gas Reduction and Equity Strategy. 2013. http://chpc.net/dnld/Afforda-
bleTODReport030113.pdf

2. TransForm, Windfall for All. 2009. http://www.transformca.org/windfall-for-all

3. Community Cycling Center, Understanding Barriers to Bicycling Project. Final Report, July 2012. http://
www.communitycyclingcenter.org/wp-content/uploads/2012/07/Understanding-Barriers-Final-Report.pdf

4. The transit trip bonus is the absolute difference in the mean number of transit trips.

5. First Community Housing, Ecopass Program. 2009. http://www.firsthousing.com/wp-content/up-
loads/2009/05/ecopass1.pdf

6. “20% of car-sharing households give up one or more vehicles, and on average 34% forgo buying a new 
car.” Transportation Research Board, Transit Cooperative Research Program (TCRP) Report 108, Car-Sharing: 
Where and How it Succeeds. 2005. http://onlinepubs.trb.org/onlinepubs/tcrp/tcrp_rpt_108.pdf

7. ITDP concludes that Bike-share systems should aim for four daily uses per bike to maximize the public 
cost-benefit. ITDP, The Bike Share Planning Guide. 2013. https://go.itdp.org/display/live/The+Bike-
Share+Planning+Guide

8. Estimates used conversion factor of 273.15 CO2 grams per mile based on ARB’s EMFAC 2011 CO2 
emission rates.  These include Low Carbon Fuel Standards and “Pavley” efficiency standards.  2035 rates 
were used as the average for all years.

9. “In sum, poor households that own vehicles own dirtier vehicles than wealthy vehicle owners.” Sara 
West, “Equity Implications of Vehicle Emissions Taxes”, Journal of Transport Economics and Policy, 
Volume 39, Part 1, January 2005, pp. 1–24. S http://www.macalester.edu/~wests/westjetp1910.pdf

10. California Air Pollution Control Officers Association (CAPCOA), Quantifying Greenhouse Gas Mitiga-
tion Measures: A Resources for Local Government to Assess Emission Reductions from GHG Mitigation 
Measures, August 2010.
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INTRODUCTION 
 
The California Environmental Quality Act 
(CEQA)1 requires governmental agencies to provide 
a public accounting of all potentially adverse impacts 
of decisions that change the environment.   While 
some consider CEQA to be concerned exclusively 
with the physical environment, the aims of CEQA 
extend to human well being. For example,  CEQA’s 
policy goals include maintaining “…conditions 
under which man and nature can exist in productive 
harmony to fulfill the social and economic 
requirements of present and future generations,” and  
“..,providing a decent home and satisfying living 
environment for every Californian.” (California 
Government Code §21000)    Under CEQA, a 
local agency must consider reasonably 
foreseeable “… environmental effects which will 
cause substantial adverse effects on human 
beings, either directly or indirectly.”2   
 
Traditionally, health and human impact 
assessment within environmental review has 
focused on hazardous environmental agents such 
as air pollutants.  While such impacts are 

important, the relationships between the physical 
environment and human health include many 
other neglected dimensions.   

                                                           

                                                          

1 CEQA, similar to NEPA, predated the more 
proscriptive environmental regulatory approaches such as 
the Clean Water Act aiming instead to ensure 
transparency and accountability in decision making.  
CEQA requires public agencies to produce an 
Environmental Impact Report (EIR) prior to making 
public decision that may have significant adverse 
environmental effects. (California Public Resources Code, 
Environmental Protection, §21000)   An EIR must 
analysis on all potentially significant adverse 
environmental impacts, feasible alternatives, and steps to 
avoid or limit impacts.  If an EIR concludes that a project 
would have significant impacts, the agency can not 
approve it until it either they determine that mitigation or 
alternatives are infeasible or that the project’s benefits 
outweigh the adverse impacts. 
2 CEQA Guidelines. Title 14. California Code of 
Regulations.  (Accessed at 
http://ceres.ca.gov/topic/env_law/ceqa/guidelines/) 

 
Unmet housing needs in San Francisco result in 
particularly significant public health costs.  
Inadequate or unaffordable housing forces San 
Francisco residents into crowded or substandard 
conditions; requires them to compromise access 
to jobs and services, and quality education; and 
requires them to work multiple jobs to make 
ends meet. The Department of Public Health 
witnesses these effects when we care for the 
homeless, in the course of our enforcement of 
environmental health and housing standards, 
and through our efforts to improve the housing 
of those with environmentally related illnesses 
such as asthma.    
 
Unmet housing needs also have indirect 
environmental and economic consequences.  
High housing costs are disincentives for business 
development or expansion which also means 
reduced economic opportunities for residents.   
High cost housing in regional job centers such as 
San Francisco is one factor that drives 
development of lower cost housing on the urban 
fringe, contributing to traffic congestion and air 
pollution, as well as the loss of regional farmland 
and open space.3   
 
As one strategy to ensure adequate affordable 
housing in San Francisco, the San Francisco 
Department of Health, in partnership with the 
City’s Department of Planning, has researched 
how environmental impact analysis might more 

 
3 
http://www.brookings.edu/views/speeches/downs/200305
29_downs.htm 
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comprehensively account for impacts on 
affordable housing and residential displacement.     
 
CEQA guidelines allow cities to determine their 
own impacts of concern, screening criteria, 
assessment and evaluative methodologies, and 
preferred mitigation measures.  In addition, 
though the guidelines provide a list of potential 
adverse impacts on the environment they do not 
provide a way of judging whether the effects are 
significant in a particular set of circumstances.  
One way for local jurisdictions and public 
agencies to ensure consistent and objective 
determinations in their environmental review is 
to adopt a ‘threshold of significance.’4  
 
CEQA authorizes local governments to adopt 
by “…ordinance, resolution, rule, or regulation” 
locally specific “objectives, criteria, and 
procedures for the evaluation of projects.” 
(California Government Code §21082). These 
‘thresholds of significance’ are qualitative or 
quantitative standards that provide local 
agencies a way to differentiate whether a 
particular environmental effect is significant. 
Thresholds may be based on health based 
standards, service capacity standards, ecological 
tolerance standards, policies and goals within 
the city’s general plan, or any other standard 
based on environmental quality.  Ideally, 
threshold development should involve public 
participation and the documentation of a 
threshold should include (1) a definition for the 
effect (2) the reasons the effect is significant (3) 
the criteria at which effect becomes significant 

(4) references and sources (5) potential 
mitigation measures if available.   

Development

Displacement

Loss of Area 
Affordable 
Housing

Human Impacts
•Stress
•Poverty
•Unsafe Housing
•Crowding
•Loss of social support
•Homelessness
•Loss of social cohesion
•Residential segregation
•Unmet Transport Needs 
•Increased Service Needs

Social and Economic 
Vulnerability

Relationships Among Development, Displacement, 
Affordable Housing, and Human Impacts

                                                           
4 Thresholds of Significance:  Criteria for Defining 
Environmental Significance. CEQA Technical Advice 
Series Govenor’s Office of Planning and Research 1994 
Accessed May 24th 2004 at: 
http://ceres.ca.gov/topic/env_law/ceqa/more/tas/threshld.p
df 

 
Methods to consider impacts on housing 
affordability and residential displacement exist; 
however, these methods have not been applied to 
impact assessment practice in San Francisco.  In 
California, several local jurisdictions (Los Angeles, 
Santa Barbara, and LakeTahoe) have adopted 
comprehensive, environmental review guidelines 
which include thresholds of significance for housing 
impacts.  San Francisco adopted level of service 
standards (LOS) for the evaluation of impacts on 
automobile and transit in 2002 but does not have 
consistent evaluative criteria for several other 
important environmental effects included effects on 
housing.  
 
This technical report outlines several ways that 
impacts on housing affordability and residential 
displacement can be included in the process of 
environmental review.  It also provides the 
groundwork for developing local significance 
thresholds criteria for housing impacts.  We have 
organized this document into three sections:  (1) 
Social and health consequences of housing 
affordability and residential displacement; (2) 
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Interpretation of CEQA policy and guidelines 
with regards to the analysis of social, health, and 
environmental justice impacts; (3) Public agency 
guidelines for affordable housing and 
displacement impact assessment.   
 
The first section provides a scan of the public 
health and social science research that relates 
affordability and displacement to adverse human 
outcomes.  We organized this section using a 
public health framework that relates project 
development to residential displacement and 
housing affordability and these effects to indirect 

adverse human impacts. (The framework used 
in this report is illustrated in the figure above.)  
The second section considers the impacts on 
affordability and displacement as indirect social 
impacts, as indirect human health impacts, as 
environmental justice impacts, and as impacts 
that affect long term environmental policy goals.   
The third section provides a scan of impact 
assessment methods and practice applicable to 
housing impacts analysis bringing together a 
number of federal, state, and local tools and 
guidelines. 
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SECTION I.  SOCIAL AND 
HEALTH CONSEQUENCES OF 
HOUSING AFFORDABILITY 
AND RESIDENTIAL 
DISPLACEMENT 
 
The pathways between affordable housing, 
residential displacement, and human health and 
well being are numerous and complex.  The 
impacts of any particular project or program that 
affects housing affordability or displaces 
residents depend on both contextual and 
individual factors including the availability of 
affordable housing units, the extent of relocation 
assistance provided, the income and savings of 
displaced residents, and the availability of social 
support networks.   
 
This section provides a summary of available 
evidence on the adverse human consequences of 
housing affordability and residential 
displacement.  Sources include case studies, 
interviews, and studies on homelessness, and 
public health and social science research.   
 
Unmet Needs for Affordable Housing in 
California and San Francisco 
 
According to Slum Housing in LA, a recent 
publication by UCLA’s Advanced Policy 
Institute, the Federal goal of “securing the 
health and living standards of its people…” has 
only been met for upper and moderate income 
groups, while communities that are poor in both 
rural and inner city areas lack adequate housing. 
5  Three in ten US households have housing 
affordability problems.   
                                                           

                                                          

5 Richman N, Pitkin B. Understanding Slum: The 
Case of Los Angeles, USA. 2003 UCLA Advanced 
Policy Institute. Los Angeles, CA. 

The affordable housing crisis is particularly 
acute in California.  In San Francisco, only 
7.3% of households currently earn enough to 
afford the median sale price of housing.6 In 
addition, the fair market rent for a two-bedroom 
apartment is $1,904 which is affordable only to 
those who make 90% of the average family’s 
median income of $86,100.7  Exacerbating this 
situation, the gap between the minimum wage 
and the minimum hourly wage required to afford 
adequate housing has increased.  Currently, over 
35,000 low income renters pay more than 50% 
of their income in rent.   Even individuals 
earning modest wages, such as, public service 
employees and those in the construction trades 
simply cannot afford to live where they work.8  
 
A related factor, affecting low income renters, is 
the unmet demand for subsidized housing 
programs. In California, over two-thirds of 
qualifying low income households remains on 
waiting lists for housing assistance.9 The state 
has 186,000 rental units housing 450,000 low 
income people which benefited from public 
finance. About 70% of this stock, over 120,000 
units, represents housing in the HUD Section 8 
program for which rent subsidy contracts are 
expiring.  The conversion of subsidized housing 
will further aggravate unmet demand for low 
income housing. 

 
6 San Francisco Planning Department.  Update of the 
Housing Element of the General Plan.  (Accessed at:  
http://www.ci.sf.ca.us/planning/citywide/c1_housing
_element.htm) 
7 National Low Income Housing Coalition Out of 
Reach 2003:  America’s Housing Wage Climbs.  
(Accessed at:  http://www.nlihc.org/oor2003/) 
8 Governor’ Environmental Goals and Policy Report.  
Office of Planning and Research 2003 
9 Forbes, Elaine. 2000 
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While the population of San Francisco is 
growing, San Francisco is not currently meeting 
the housing production goals of moderate 
income, low income and very low income 
communities.  The Mayor’s Office of Housing 
estimates that the City needs to build 19,000 
units of affordable housing between 2001 and 
2005 to meet its needs.  Furthermore, according 
to the Housing Element of the General Plan, 
the strongest job growth is expected in the 
service and retail sectors; however, much of that 
growth is represented by low and medium wage 
jobs including cashiers, waiters and cooks, sales 
people and clerks, and painters, carpenters and 
electricians.   
 
 
The Relationship between Displacement 
and Affordable Housing 
 
Residential displacement has become a critical 
issue in California where housing shortage 
disproportionately affects low income and 
minority populations.  Displacement can occur 
in the context of demolition or redevelopment of 
residential property or the conversion of rental 
units to ownership housing.  Displacement also 
occurs in the context of gentrification when 
neighborhoods change in a way that inflates 
rents. Structural forces that contribute to 
displacement of individuals and families and 
unsatisfactory relocation in San Francisco 
include the relatively high cost of housing 
relative to incomes, the large unmet need for 
housing particularly at lower income levels, and 
the high cost of land and housing.  Given that 
San Francisco is a setting with a limited supply 
of affordable housing, residents displaced 
through eviction or redevelopment are unlikely to 

be successfully relocated into adequate and 
affordable housing replacement housing. 
 

Human Health Impacts of Inadequate 
Housing 

Residential displacement or the permanent loss 
of area affordable housing can be expected to 
lead to diverse health effects. Both displaced 
residents and those entering the housing market 
may have to pay more for housing.10  Some may 
accept affordable but inadequate, substandard, 
or poorer quality housing.  Some may move out 
of the city or region while others may move into 
a temporary living situation with a friend or 
family member.  Finally, some may become 
homeless. Low income individuals and families 
are more susceptible to adverse consequences 
after displacement as they have limited options 
for relocation.      
 
Stress Displacement may increase levels of 
psychological and physiological stress, for 
example, by creating a new economic strain 
among low income individuals.  If residents are 
displaced away from jobs or schools, longer 
commutes may be a further source of stress and 
reduce time for leisure or family activities. For 
children, frequent family relocation leads to 
children’s grade repetitions, school suspensions, 
and emotional and behavioral problems.11   
Living in resource poor neighborhoods, frequent 
school changes, and substandard housing all 
contribute to poor child development and school 
                                                           
10 Hartman, Chester.  Comment on “Neighborhood 
revitalization and displacement:  A review of the 
evidence.  Journal of the American Planning 
Association. 1979;45:488-491. 
11 Cooper, Merrill.  Housing Affordability:  A 
Children’s Issue.  Canadian Policy Research 
Networks Discussion Paper. Ottawa. 2001 
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performance.12  
 
A number of scientific studies have 
demonstrated health consequences of 
psychosocial stress. For example, a randomized 
study of healthy human volunteers demonstrated 
that chronic stress doubled the rate at which 
inoculation with a common cold virus led to a 
clinical infection. 13 Other studies have linked 
the experience of stress with chronic diseases 
including heart disease, hypertension, and 
diabetes.14  Among pregnant women, stress has 
also been associated with a greater likelihood for 
pre-term delivery and low birth weight birth – 
both factors that potentially lead to 
developmental delays and increased infant 
morbidity and mortality. 
 
Poverty There is little doubt that poverty leads 
to poor health.  Numerous research studies in 
diverse countries show that poverty contributes 
to a poorer subjective sense of health, higher 
mortality, less emotional stability, worse chronic 
conditions, and poorer physical functioning.15  
 
Unaffordable housing is both a dimension of 
poverty and a contributor to poverty. 
Households with incomes several times the full-
time minimum wage can pay more than half of 

their incomes for housing.16  When housing is 
unaffordable, people often sacrifice other 
material needs including food, clothing, and 
health care services. Nationally, those with 
incomes in the bottom fifth of the income 
distribution and paying 50% of their incomes for 
housing have an average of $417 to cover all 
non-housing monthly expenses.17  Lack of 
affordable housing has also been linked to 
inadequate nutrition, especially among children.  
A recent survey of American cities found that 
low paying jobs and high housing costs are the 
most frequently cited reasons for hunger.18 
Children from low-income families receiving 
housing subsidies showed increased growth 
compared with children whose families were on 
a subsidy waiting list, an observation consistent 
with the idea that subsidies provide a protective 
effect against childhood malnutrition.  
 

                                                           
                                                          

Unaffordable housing may add to psychosocial 
stress.  People required to work extra hours or at 
multiple jobs may sacrifice personal leisure 
family relationships.  Time pressured parents 
may choose either more punitive or low-effort 
strategies to resolve conflict with children.19  
Studies have shown that economic strains such 
as being unable to pay the bills cause depression 
in mothers and harsh parenting styles.   
Displacement and relocation may also result in 
job loss with potential further aggravation of 

12 Ross, DP & Roberts, P.  Income and child well 
being:  A new perspective on the policy debate.  
Canadian Council for Social Development. Ottawa. 
1999. 

 
16 The State of the Nation’s Housing.  Joint Center 
for Housing Studies of Harvard University.  2003. 
17  

13 Cohen, Sheldon et al. Types of Stressor that 
increase susceptibility to the common cold in Healthy 
Adults.  Health Psychology. 1998; 17(3):214-223. 

18 Sandel, M, Sharfstein, J, Shaw, R.  There’s no 
place like home:  How America’s Housing Crisis 
Threatens our Children.  Housing America.  San 
Francisco.  1999. 14 McEwen, Bruce E.  Protective and damaging 

effects of stress mediators.  New England Journal of 
Medicine. 1998; 338(3): 171-179. 

19 Dunn, James R.  A population health approach to 
housing: A framework for research.  Report prepared 
for the National Housing research Committee and the 
Canada Mortgage and Housing Committee.  
University of Calgary. 2002. 

15 Phipps, Shelly.  The Impact of Poverty on Health:  
A Scan of the Research Literature.  Ottawa. Canadian 
Institute for Health Information  2003. 
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Indoor Air Quality Irritants and allergens 
present in one’s home environments contribute 
to asthma.  Some of the most important 
allergens implicated in the development and 
recurrence of asthma include house dust mites, 
cockroach antigens, cat dander, mold spores, 
and pollens.24  Old carpeting serves as a 
reservoir for dust, allergens and chemicals. 
Kitchens and baths, particularly in older 
housing stock, often lack adequate ventilation 
increasing problems associated with moisture 
and mold.  

economic strain and psychosocial stress.    
 

Overcrowding Statewide, 24% of renter 
households are overcrowded while in San 
Francisco over 30% of renter households are 
characterized as overcrowded.20 21   Families 
frequently double up as a way to cope with the 
lack of affordable housing.  Similarly, displaced 
residents find temporary lodging with families or 
friends.  Overcrowding results in respiratory 
infections in adults and ear infection in 
children.22  Overcrowding also means the lack of 
quiet space for children to do homework, 
negatively impacting their development, 
education, and future life opportunities.23   

 
Since 1999, SFDPH has conducted several 
hundred assessments for asthmatic children and 
adults and identified through evaluation research 
the role of housing affordability as a barrier to 
reducing asthma triggers in the home.   While 
SFDPH enforces laws to ensure the safety and 
habitability of housing, inspectors have found 
many instances where substandard and 
unhealthy conditions exist yet tenants are 
reluctant to initiate enforcement actions.  
Commonly, tenants are fearful of landlord 
reprisal or eviction in an unaffordable housing 
market.  

 
Housing Safety Over half of the San 
Francisco’s housing was built over 50 years ago 
and requires significant rehabilitation to 
maintain habitability; 94% of the housing stock 
was built before 1978. Most of the city’s pre-
1950 dilapidated housing stock is located in 
low-income neighborhoods. A number of 
environmental conditions in older and poorly 
maintained housing affect health. Inadequate 
heating can lead to overexposure to cold.  Poorly 
maintained paint leads to lead poisoning.  Other 
unsafe conditions include exposed heating 
sources, unprotected windows and slippery 
surfaces that increase risks for injuries.  Older 
units and low-income units tend also to have a 
greater likelihood of deferred maintenance.   

 

 
                                                           

                                                          

Social Support If displaced residents are 
forced to relocate outside of their neighborhood, 
valuable supportive family and community 
relationships can be lost both for those leaving 
and well as for those remaining behind.  Strong 
social relationships and community cohesion are 
protective of health in multiple ways.  
Neighbors, friends, and family provide material 
as well as emotional support.  Support, 
perceived or provided, can buffer stressful 

20  Govenor’s Environmental Goals and Policy 
Report. Op Cit. 
21 Based on San Francisco data from the 1999 
American Housing Survey.  (Accessed at:  
http://www.census.gov/hhes/www/ahs.html) 
22 Krieger, J & Higgens, DL.  Housing and Health: 
Time again for Public Health Action.  American 
Journal of Public Health.  2002; 92: 758-768. 

 
24 Institute of Medicine.  Clearing the Air:  Asthma 
and Indoor Air Exposures.  National Academy Press. 
Washington D.C. 2000. 23Cooper, M.  op cit. 
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situations, prevents damaging feelings of 
isolation, and contributes to a sense of self-
esteem and value.25  The magnitude of the effect 
of social support on health is substantial and has 
been illustrated by several prospective long term 
studies in the United States. For example, in 
the Alameda County Study, those with fewer 
social contacts (e.g. marriage, family, friends, 
and group membership) had twice the risk of 
early death, even accounting for income, race, 
smoking, obesity, and exercise.26 
 
Homelessness One of the most severe 
consequences of both unaffordable housing and 
displacement is homelessness.  Hunger and 
homelessness are on the rise in major American 
cities, according to a 2003 survey by the U.S. 
Conference of Mayors.27 Requests for 
emergency shelter assistance increased by an 
average of 13 percent in the 25 large cities 
surveyed. Twenty-three participating cities 
reported that lack of affordable housing was the 
leading cause of homelessness.  
 
Over 350,000 Californians are estimated to be 
homeless.28  A particularly disturbing trend is 
the rise of family homelessness. It is estimated 
that between 80,000 and 95,000 homeless 
children exist in California.29 The USCM 
survey documents that Eighty-four percent of the 

cities have turned away homeless families from 
emergency shelters due to lack of resources.  
 
Homelessness contributes to a number of other 
well described physical, behavioral and mental 
health problems in adults and children.  Lack of 
housing and the overcrowding found in 
temporary housing for the homeless have been 
found to contribute to morbidity from respiratory 

infections and activation of tuberculosis.  
Substandard housing, such as that used by the 
homeless population, often lack safe drinking 

water and hot water for washing; often have 
ineffective waste disposal, intrusion by disease 
vectors (e.g., insects and rats); and often have 
inadequate food storage, all of which have long 
been identified as contributing to the spread of 
infectious diseases. 30 A 1994 study of children 
living in homeless shelters in the Los Angeles 
area found that the vast majority (78%) of 
homeless children interviewed suffered from 
depression, a behavioral problem, or severe 
academic delay.31  Among sheltered homeless 
men and women, age adjusted death rates are 
several fold higher than in the general 
population.32  
 
Homelessness is strongly linked to hunger. 
Temporary housing for homeless children often 
lacks cooking facilities.33 In the 2003 US 

                                                                                                                      
25 Cohen, S, Underwood, LG, Gottlieb, BH.  Social 
Support Measurement and Intervention. Oxford 
University Press. New York.  2000. 

30 US Conference of Mayors  
31 Zima BT, Wells KB, Freeman HE. Emotional and 
behavioral problems and severe academic delays 
among sheltered homeless children in Los Angeles 
County. American Journal of Public Health. February 
1994 Vol 84: 260-264 

26 Berkman LF, Syme SL Social networks, host 
resistance, and mortality: a nine-year follow-up study 
of Alameda County residents.  American Journal of 
Epidemiology. 1979; 109(2):186-204. 32 Barrow, SM, Herman, DB, Cordova P, Stuening, 

EL.  Mortality among Homeless Shelter Residents in 
New York City.  American Journal of Public Health.  
1999; 89: 529-534. 

27 The United States Conference of Mayors Hunger 
and Homelessness Study December 2003. 
28 Governor’s Environmental Goals and Policy 
Report. Op Cit. 33 Krieger J, Higgins DL. Housing and Health: Time 

Again for Public Health Action. American Journal of 
Public Health. May 2002, Vol 92, No. 5: 758-768 

29 Governor’s Environmental Goals and Policy 
Report  Op Cit. 
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Conference of Mayors’ (USCM) survey, 
requests for emergency food assistance increased 
by an average of 17 percent over the past year.  
The USCM survey finds that 59 percent of 
individuals requesting emergency food assistance 
were members of families with children and their 
parents, and that 39 percent of the adults 
requesting such assistance were employed.  
Eighty-seven percent of the cities surveyed 
expect that requests for emergency food 
assistance will increase again over the next year. 
Ninety-one percent of cities participating in the 
survey expect that requests for emergency food 
assistance by families with children will increase 
next year. Eighty-eight percent expect that 
requests for emergency shelter will increase next 
year, and 80% expect requests for shelter by 
homeless families will increase in 2004.  

"’[Franklin Square] It's just a wonderful, very stable 

community,’ said Julie Soffientini, an assistant school 

superintendent who moved in 30 years ago and 

raised two daughters with her husband, Raymond. 

She said she appreciated the clean streets, well-kept 

properties and convenient local shopping.” 

“Pupils begin at the Franklin Square Union Free 

School District, an elementary district with an 

enrollment of 1,975 in three schools, all for 

kindergarten through Grade 6. Statistics released by 

the state Department of Education in October 

showed that 99.3 percent of fourth grade students in 

the district met or exceeded state standards in math. 

Elementary school students in the Franklin Square 

district consistently score above state averages on 

other standardized tests.” 

The example provided above illustrates the 
positive impacts on society by long-term resident 
investment: cleaner streets, resulting in reduced 
cost of City-subsidized loitering cleaning; higher 
school performance, particularly among the 
younger aged-group, which results in higher 
school completion.  

 
Social Cohesion One of the most significant 
effects of eviction and displacement may be the 
erosion of social capital and social cohesion 
which are social indicators strongly associated 
with health, education, and neighborhood 
safety.34 
 

In contrast, the erosion of neighborhoods as a 
result of forced displacement results in the 
reduction of long-term residents who are most 
likely to invest in their communities.  In areas 
where residents feel less invested because of the 
continual threat of displacement, one can find 
depilated environmental conditions, such as 
broken windows on buildings, loitering and 
illegal disposing of hazardous substances. 
Furthermore, neighborhoods where residents 
have little incentive to invest are shown to have 
higher high school drop out rates, as well as 
crime rates.  

The New York Times recently profiled a 
community, Franklin Square, as one of the few 
places in the NY area where housing 
affordability is promoted resulting in the 
integration of generations residing side-by-side. 
In addition to the richness of sharing experiences 
across generations, the Franklin Square 
community benefits from long-term residents 
who invest in maintaining the built environment, 
invest in the community, and contribute to 
community cohesion and youth development: 

                                                           
34 Putnam, Robert.  Social Capital:  Measurement and 
Consequences.  ISUMA.  2001(Spring): 41-51. 
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Segregation The loss of affordable housing 
and displacement may also lead to residential 
segregation and ‘ghettoization’. Displacement 
may contribute to residential segregation (by 
ethnicity, income, or class) if available housing 
for displaced residents is not available in 
integrated neighborhoods. A study that 
examined expiring HUD Section 8 agreements 
with private owners in California, found that, on 
average, families relocated to relatively more 
racially-segregated communities.35  
 
Racially segregated neighborhoods tend to have 
less neighborhood amenities such as schools, 
libraries and public transportation due to 
economic, political and linguistic isolation, and 
racism. Research has documented the health 
impacts of residential segregation. Many studies 
have shown, for example a strong association 
between segregation and homicide rates. Besides 
an excess in mortality, studies have also 
demonstrated a relationship between residential 
segregation and negative health outcomes 
including teenage childbearing, tuberculosis, 
cardiovascular disease, availability of food 
establishments serving healthy fare and exposure 
to toxic air pollutants.36   
 
Strong evidence for the effects of segregated 
environments comes from the HUD Moving to 
Opportunity demonstration program.  This 

program, implemented in five US cities, 
evaluated the health and social effects of 
relocating households from public or subsidized 
housing in high poverty neighborhoods to private 
rental housing in non-poverty neighborhoods.  
The program design involved a random 
assignment of families to an experimental group 
(vouchers for housing in low poverty 
neighborhoods and relocation assistance) a 
section 8 group (geographically unrestricted 
vouchers), and a control group and longitudinal 
follow-up of families over 10 years.  The 
executive summary of the interim evaluation 
(midpoint of follow up) testify to the social value 
of non-poverty area residence. 37   
 

                                                           

                                                          

From the families’ perspectives, the principal 

benefit of the move was a substantial improvement 

in housing and neighborhood conditions. Families 

who moved with program vouchers largely 

achieved the single objective that loomed largest for 

them at baseline: living in a home and 

neighborhood where they and their children could 

feel and be safe from crime and violence. On a list 

of observable characteristics, their homes and 

neighborhoods were substantially more desirable 

than those where control group members lived. 

These benefits accrued to families in both the 

experimental group and the Section 8 group, 

although the improvements tended to be roughly 

twice as large for experimental group families, who 

were required to move to low-poverty areas, at least 

initially. 35 Forbes E. Eroding Neighborhood Integration: The 
Impact of California’s Expiring Section 8 Rent 
Subsidy Contracts on Low-Income Family Housing. 
2000 The Ralph and Goldy Lewis Center for 
Regional Policy Studies. UCLA, School of Public 
Policy and Social Research. Los Angeles, California 

 
Perhaps not surprisingly, these improvements in 

living environment led to significant gains in 

36 Acevedo-Garcia D, Lochner KA, Osypuk TL, 
Subramanian SV. Future Directions in Residential 
Segregation and Health Research: A Multilevel 
Approach. American Journal of Public Health. 2003; 
93:215-221 

 
37 U.S. Department of Housing and Urban 
Development Moving to Opportunity for Fair 
Housing Demonstration Program:  Interim Impacts 
Evaluation.  2003 (accessed at www.huduser.org) 
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mental health among adults in the experimental 

group. The levels of psychological distress and 

depression were substantially reduced in this 

group. In addition, adults in both the experimental 

and Section 8 groups experienced substantial 

reductions in obesity for reasons we do not yet 

understand. Among the children in these families, 

girls appear to have benefited from the move in 

several ways. They experienced improved 

psychological well-being, reporting lower rates of 

psychological distress, depression, and generalized 

anxiety disorder, and improved perceptions of their 

likelihood of going to college and getting a well 

paid, stable job as an adult. These girls’ behaviors 

changed as well, with a smaller proportion working 

instead of attending school. They were less likely 

to engage in risky behavior or to use marijuana.  

Finally, both these girls and society as a whole 

benefited from a reduced number of arrests for 

violent crimes. 

 
Increased Transportation System 
Demands Displaced residents may find that 
affordable and adequate replacement housing 
only exists far from their current neighborhoods, 
potentially, meaning that they will live far from 
jobs and schools.   Relocation may thus create a 
new demand for public transportation services or 
alternatively new demands for automobile 
purchase and use.  Studies on the effects of 
urban sprawl have found that low income 
families, children and the elderly are 
disproportionately affected by the longer 
distances needed to travel as a result of 
relocation to the outskirts of a city or a region.  
The working poor rely on both urban public 
transit systems to hold steady jobs and access 
health care, child care and other critical social 
services. Former welfare recipients are 
particularly dependent upon the provision of 

reliable and convenient transportation services.   
 
Increased Demands for Social Services 
For a project that results in significant 
displacement or relocation to non comparable 
housing, the magnitude of human health and 
social impacts may be severe. This may result in 
the need to fund and develop new social services 
to address the human impacts.  For example, 
displacement may potentially result in new 
demand for safety net services for health and 
welfare, for mental health services, and for 
special educational services for children.  In San 
Francisco, services for homeless adults and 
children cost the City millions of dollars and 
over the past several years demand for services 
has greatly exceeded capacity. The demand for 
such services is indirectly related to the 
magnitude of the adverse displacement 
outcomes.   
 
Displacement in California and San 
Francisco 
 
During the period from March 2002 through 
February 2003, a total of 1,643 various eviction 
notices were filed with the department. This 
figure includes 93 notices given due to failure to 
pay rent, which are not required to be filed with 
the department. The number of notices filed 
with the department for this period represents a 
22% decrease over the prior year's filings 
(2,101).  
 
The largest declines were in owner occupancy 
evictions, 516, or a 29% decrease, nuisance 
declined by 10% to 251 and eviction notices for 
breach declined by nearly 40% to 231. The 
only increases were in temporary capital 
improvement evictions which increased from 44 

 11   



 

to 68, or a 26% increase and Ellis Act 
evictions, from 148 buildings to 187 for a 26% 
increase for the period. In San Francisco, the 
Ellis Act, a state law which says that landlords 
have the unconditional right to "go out of 
business” is used by property owners to ‘change 
the use’ of the building (condominium 
conversions) resulting in evictions.   

 
• Further, the Ellis Act is resulting in the loss 

of thousands of affordable units.  For every 
new affordable unit that is built, 5 affordable 
units are lost.  
 

Accounts from local housing advocacy 
organizations reveal some consequences of 
forced eviction among low-income families and 
the elderly.  St. Peter’s Housing, a Mission 
district-based non-profit organization serving low 
income families around housing issues and 
landlord/tenant problems, for example, report 
that a significant proportion of the families they 
serve are forced to separate to obtain temporary 
shelter, while other families resort to 
overcrowding in illegal units and yet other 
families are forced to leave their neighborhoods 
and the City in order to secure an affordable 
place to live.  

Reasons for Just-Cause Evictions 
2001/02 and 2002/0338 

Just Cause  2001/02 2002/03 
Owner-Occupied 726 516 
Demolish/remove unit 113 67 
Capital improvement 
(temporary) 

44 68 

Ellis eviction 148 187 
 
While the issues of affordable housing, 
displacement, and gentrification are high on the 
public agenda, limited recent research has 
tracked the direct consequences of displacement 
on people.  A 1999-2000 analysis of Ellis 
evictions in San Francisco conducted by the San 
Francisco Tenants’ Union reveals that:  

 
St. Peter estimates that at least 20% of their 
clients have one or more family member aged 60 
years or older.  According to St. Peter’s 
Housing, elderly residents and families are more 
frequently displaced, experience particularly 
high levels discrimination in securing housing, 
and are most vulnerable for separation as a 
result of eviction. The following case history 
illustrates the complexity of housing issues 
confronted by families with elderly members: 

 
• Seniors, people with disabilities and 

children are most likely to become victims of 
the Ellis Act, comprising 51% of all Ellis 
Act evictions since 1999. 

  
• Those most apt to be evicted are renters 

with long-term tenancies and affordable 
rents.  Those evicted under Ellis had an 
average tenancy of over 11 years and were 
paying an average rent of $1,024 for a 2 
bedroom apartment. 

An elderly couple was forced to separate (from 
their daughter and grandchildren) and to resort to 
live in an illegal in-law unit. The unit was so 
poorly maintained that the stairs leading to the 
entrance of the unit collapsed resulting in the 
broken hip of the elderly woman. The elderly 
woman reported the incidence to St. Peter’s for 
advice. St. Peter reported this case the 

                                                           
38 Rent Stabilization and Arbitration Board, April 28, 
2003 
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Department of Building Inspections (DBI) 
whose inspector cited the owner for the illegal 
unit, and forced the owner to shut down the 
illegal unit. DBI’s inspection is in itself intended 
to protect families from living in substandard 
conditions and yet, in this particularly case, 
served to aggravate the elderly couple living 
situation. The elderly couple was not only forced 
to separate from their family, but were now 
suffering from the injured hip and its incurred 
health care cost, and as a result of the inspection 
was now faced with displacement. [Personal 
communication, St. Peter’s Housing, December 
2003] 

The effects of displacement as a result of the 
lack of affordable housing among the senior 
population are heightened among its Gay and 
Lesbian subgroups.  Recent, cross-sectional 
evidence of GLBT elderly living in the greater 
Los Angeles Area shows that: 

• Same-sex partners cannot share a room in 
most care facilities, forcing many GLBT 
older adults retreat back into the closet, in 
order to secure housing at nursing homes. 

• Same-sex partners cannot receive Social 
Security survivor benefits. 

• GLBT older adults do not have the same 
family support systems as their heterosexual 
counterparts. 

• There are many government programs that 
target the elderly, but none are geared 
towards GLBT older adults.39 

 

                                                           
39 Gay and Lesbian Elder Housing of Los Angeles 
Website: http://www.glehc.org/facts.htm, accessed on 
December 3, 2003 
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SECTION II SOCIAL, HEALTH, 
AND ENVIRONMENTAL 
JUSTICE IMPACTS IN CEQA 
POLICY 

• Displace substantial numbers of existing 
housing, necessitating the construction of 
replacement housing elsewhere? 

• Displace substantial numbers of people, 
necessitating the construction of replacement 
housing elsewhere? 

 
As discussed in the section above, the lack of 
housing affordability in California and its human 
impacts suggests that environmental impact 
assessment (EIA) should consider how a 
development project might impact housing 
affordability or displaced residents.   Four ways 
in which these issues fit into the framework of 
the California Environmental Quality Act 
(CEQA) include:   

 
However, impacts on population and housing 
may have particular adverse effects on parts of 
the population.  For example, if a project 
replaces low income housing with market rate 
housing, this may disproportionately and 
adversely impact those with lower income.   This 
type of impact may be considered an adverse 
social impact.  Under CEQA, adverse social 
and economic impacts may be analyzed in 
determining the significance of physical 
environmental changes.  Title 14, section 
15064, subsection (e) of the California 
Administrative Code provides the following 
guidance:  

 
• As potential indirect social and economic 

impacts on population and housing; 
• As indirect health impacts of physical or 

social impacts; 
• As environmental justice impacts; 
• As impacts requiring evaluation for 

consistency with city, regional and state 
housing and environmental policy goals. 

 
Economic and social changes resulting from a project 

shall not be treated as significant effects on the 

environment. Economic or social changes may be 

used, however, to determine that a physical change 

shall be regarded as a significant effect on the 

environment. Where a physical change is caused by 

economic or social effects of a project, the physical 

change may be regarded as a significant effect in the 

same manner as any other physical change resulting 

from the project. Alternatively, economic and social 

effects of a physical change may be used to determine 

that the physical change is a significant effect on the 

environment. If the physical change causes adverse 

economic or social effects on people, those adverse 

effects may be used as a factor in determining whether 

the physical change is significant. [Emphasis added] 

For example, if a project would cause overcrowding 

of a public facility and the overcrowding causes an 

 
Adverse Social and Economic Effects of 
Impacts on Population and Housing  
 
CEQA considers the loss of housing requiring 
construction of new housing and the 
displacement of people as potential adverse 
environmental impacts requiring analysis in the 
environmental checklist provided in CEQA 
Guidelines. The checklists screening questions 
include: 
 
• Induce substantial population growth in an 

area, either directly (for example, by 
proposing new homes and businesses) or 
indirectly (for example, through extension of 
roads or other infrastructure)? 
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adverse effect on people, the overcrowding would be 

regarded as a significant effect. 

 
Despite the guidance above, the inclusion of 
social and economic impacts under CEQA is 
controversial.  Many interpret the language in 
section 15064, subsection (e) to mean that the 
analysis of indirect adverse social and economic 
effects may be considered in an EIR but are not, 
strictly speaking, required.40 According to the 
California Department of Transportation: 
“Many people in California, including some 
decision-makers, harbor the general belief that 
CEQA addresses only purely “environmental” 
issues, not social, demographic, or economic 
issues often raised by proposed projects.  This is 
erroneous.  The assumption however is 
understandable due to the complex linkage that 
must be demonstrated between the physical, 
social, and economic environment, and the 
determination of ‘Significance’.”41   
 
Some case law has directly addressed this issue.  
In Citizen’s Association for Sensible 
Development of Bishop Area v. County of 
Inyo,42 the courts reconciled the ambiguity of 
section 15064, subsection (e) with subsections 
(d) and (f) which discussed evaluation of 
secondary or indirect consequences of a project.  
In the Bishop case, the Court ruled that 
subsection (f) gave the lead agency discretion to 
determine whether the consequences of social 
and economic changes were significant but did 

not give it discretion not to consider these 
consequences at all.  In their ruling, the Court 
interpreted section 15064 as follows:  “the lead 
agency shall consider the secondary or indirect 
environmental consequences of economic and 
social changes, but may find them to be 
insignificant.”   
 
Indirect Health Impacts 
 
Environmental effects which will cause 
substantial adverse effects on human beings, 
either directly or indirectly are considered 
mandatory findings of significance in accordance 
with CEQA Guidelines Section 15065.  

 
A lead agency shall find that a project may have a 

significant effect on the environment and thereby 

require an EIR to be prepared for the project where 

any of the following conditions occur: (d) The 

environmental effects of a project will cause 

substantial adverse effects on human beings, either 

directly or indirectly.  

 
As discussed in the evidence provided above, 
housing affordability and displacement affect 
health in numerous ways.  Projects that have 
area or regional affects on the availability of 
affordable housing may be considered to have 
potential indirect adverse health consequences.  
Since displaced residents may not be relocated 
in adequate housing, the potential indirect 
health impacts of displacement also warrant 
consideration.   

                                                            40 Bass, RE., Herson, AI, Bogdan, KM.  CEQA 
Deskbook A step-by-step guide on how to comply 
with the California Environmental Quality Act.  
Solano Press.  Point Arena, 2001. 

Environmental Justice Impacts 

Environmental justice is rooted in the Equal 
Protection Clause of the U.S. Constitution and 
can be advanced using National Environmental 

41 Guidelines for Community Impact Assessment.  
California Department of Transportation.  1997 
42 Citizen’s Association for Sensible Development v. 
County of Inyo, 172Cal.App.3d 151 (1985) 
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Policy Act (NEPA) as well as the Civil Rights 
Act of 1964.  Environmental Justice provides 
another rationale for considering the effects on 
affordable housing or the displacement of low 
income residents under CEQA.  California 
Law defines Environmental Justice as “… the 
fair treatment of people of all races, cultures, 
and incomes with respect to the development, 
adoption, implementation, and enforcement of 
environmental laws, regulations, and policies.”43  

(b) Whether environmental effects are significant (as 

employed by NEPA) and/or may be having an 

adverse impact on minority populations, low-income 

populations, or Indian tribes that appreciably exceeds 

or is likely to appreciably exceed those on the general 

population or other appropriate comparison group; 

and  

(c) Whether the environmental effects occur or would 

occur in a minority population, low-income 

population, or Indian tribe affected by cumulative or 

multiple adverse exposures from environmental 

hazards.  While environmental justice analysis and efforts 
in California have historically emphasized 
disproportionate health effects of toxic physical 
environmental agents, the concept of 
environmental justice is broader than the 
physical environment and human health.  As 
stated in the 1997 President’s Council of 
Economic Quality (CEQ) guidance adverse 
environmental justice effects can be also 
economic, social, cultural, and ecological 
impacts directly or indirectly related to physical 
environmental changes or impacts.  1997 CEQ 
Guidance states: 

 
In California, Assembly Bill 1553 requires that 
the principles of environmental justice be 
incorporated into state guidelines for local 
general plans. As discussed below, this broader 
definition of environmental justice effects is 
consistent with adverse environmental effects 
under NEPA and CEQA as well as the 2003 
State of California General Plan Guidelines 
Section on Environmental Justice and 
Sustainability and the 2003 Governor’s 
Environmental Goals and Policy Report. The 
2003 General Plan Guidelines include mixed-
income housing development as a component of 
sustainability and environmental justice.  Even 
from the standpoint of public health, inequitable 
social and economic effects can be equally if not 
more important that inequitable environment 
quality effects. An environmental justice analysis 
of projects that result in population or housing 
loss could  focus on the potential for 
disproportionate impacts to low income and 
minority populations both living in the current 
units as well as effects on the market for 
affordable housing in the region. 

 
When determining whether environmental effects are 

disproportionately high and adverse, agencies are to 

consider the following three factors to the extent 

practicable: 

(a) Whether there is or will be an impact on the 

natural or physical environment that significantly (as 

employed by NEPA) and adversely affects a 

minority population, low-income population, or 

Indian tribe. Such effects may include ecological, 

cultural, human health, economic, or social impacts 

on minority communities, low-income communities, 

or Indian tribes when those impacts are interrelated 

to impacts on the natural or physical environment; 

and 
 
 

                                                           
43 California Government Code Section 65040.12 
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Consistency with Local, Regional and 
State Land Use Policy 
 
CEQA guidelines consider potential significant 
environmental impacts to include: “Conflict with 
any applicable land use plan, policy, or 
regulation of an agency with jurisdiction over the 
project (including, but not limited to the general 
plan, specific plan, local coastal program, or 
zoning ordinance) adopted for the purpose of 
avoiding or mitigating an environmental effect?”  
Local policies related to affordable housing can 
be found in the Housing Element of the General 
Plan, the HUD Consolidated Plan, and local 
ordinances related to rent and to eviction 
prevention.  
 
California State law defines also a jurisdictions 
fair share housing goals in terms of four 
categories of affordability through the Regional 
Housing Needs Determination (RHND) 
process, devised to address the need for and 
planning of housing across a range of 
affordability and in all communities throughout 
California. Each jurisdiction within the Bay 
Area (101 cities, 9 counties) is given a share of 
the anticipated regional housing need. The Bay 
Area's regional housing need is specified by the 
California State Department of Housing and 
Community Development (HCD) and finalized 
through negotiations with Association of Bay 
Area Governments. The timeframe for this 
RHND process is January 1, 1999, through 
June 30, 2006, (a seven and a half year 
planning period).  The current RHND requires 
5244 units affordable to very low income 
residents, 2136 units affordable to low income 
residents, 5639 units affordable to moderate 
income residents, and 7363 units affordable to 
above moderate income residents.  While San 

Francisco has met its market rate housing targets 
in recent years, it has not met moderate income, 
low income and very low income housing needs.   

 

Total 

Need 

Very 

Low 
Low Moderate 

Above 

Moderate 

20,372 5,244 2,126 5,639 7,363 

 
The 2003 State of California General Plan 
Guidelines may also be viewed as applicable 
impacts on affordable housing.44  The 
guideline’s section on sustainability and 
environmental justice emphasize the need to 
carefully match employment potential, housing 
demand by income level and type, and new 
housing production.    
 
The importance of ensuring adequate and 
affordable housing for every sector of the 
population to long term environmental quality 
and ecological sustainability is also emphasized 
in the 2003 Governor’s Environmental Goals 
and Policy Report.45 These State policies 
together with the emphasis on long term 
environmental goals in CEQA guidelines 
Section 15065 (b) suggests that impacts on 
housing affordability and adequacy are also 
potential mandatory findings of significance. 
 

 
 

                                                           
44 2003 State of California General Plan Guidelines.  
Office of Planning and Research. 2003 
45 Governor’s Environmental Goals and Policy 
Report. Office of Planning and Research. 2003 
(Accessed at:   
http://www.opr.ca.gov/EnvGoals/PDFs/EGPR--11-
10-03.pdf) 
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SECTION III   IMPACT 
ASSESSMENT METHODS AND 
GUIDELINES FOR 
AFFORDABLE HOUSING AND 
DISPLACEMENT 

1. Population Characteristics mean present 
population and expected change, ethnic and 
racial diversity, and influxes and outflows of 
temporary residents as well as the arrival of 
seasonal or leisure residents. 
  
2. Community and Institutional Structures 
mean the size, structure, and level of 
organization of local government including 
linkages to the larger political systems. They also 
include historical and present patterns of 
employment and industrial diversification, the 
size and level of activity of voluntary 
associations, religious organizations and interests 
groups, and finally, how these institutions relate 
to each other. 
 

A number of federal, state and local agencies 
consider displacement of low-income 
populations and loss affordable housing as 
potentially adverse impacts in the context of 
Environmental Impact Assessment.  Examples 
of methods and guidelines are provided below: 
 
Social Impact Assessment (SIA) The 
practice of SIA dates back to the construction of 
the trans-Alaska pipeline.  At the time, critics 
argued that the Environmental Impact 
Statement (EIS) produced for that project failed 
to address potential social effects such as the 
influx of tens of thousands of non-native 
construction workers on the culture of the Inuit.  
In 1994, the U.S. Federal Government 
published a set of guidelines for SIA to support 
social assessment under NEPA.46  Social 
impacts are defined as “…the consequences to 
human populations of any public or private 
actions-that alter the ways in which people live, 
work, play, relate to one another, organize to 
meet their needs and generally cope as members 
of society. The term also includes cultural 
impacts involving changes to the norms, values, 
and beliefs that guide and rationalize their 
cognition of themselves and their society.”  The 
guidelines categorized social impact variables as 
follows: 

3. Political and Social Resources refer to the 
distribution of power authority, the interested 
and affected publics, and the leadership 
capability and capacity within the community or 
region. 
 
4. Individual and Family Changes refer to 
factors which influence the daily life of the 
individuals and families, including attitudes, 
perceptions, family characteristics and friend-
ship networks. These changes range from 
attitudes toward the policy to an alteration in 
family and friendship networks to perceptions of 
risk, health, and safety. 
 
5. Community Resources: Resources include 
patterns of natural resource and land use; the 
availability of housing and community services to 
include health, police and fire protection and 
sanitation facilities. A key to the continuity and 
survival of human communities are their 
historical and cultural resources. Under this 
collection of variables we also consider possible 

 

                                                           
46 
http://www.nmfs.noaa.gov/sfa/social_impact_guide.h
tm 
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changes for indigenous people and religious sub-
cultures. 
 
U.S. Department of Transportation 
Community Impact Assessment 
Guidance Among transportation agencies, 
changes in policies have included redefining the 
definition of "environment" to include "the 
natural environment, the built environment, the 
cultural and social fabric of our country and our 
neighborhoods, and the quality of life of the 
people who live here,’ and considering project 
mediated effects on community cohesion; public 
facilities; employment; tax and property values; 
displacement of people, businesses, and farms; 
and adverse impacts on community and regional 
growth.   
 
DOT guidelines for community impact 
assessment consider a number of social and 
economic factors.47  They further recognize that 
while community impact assessment should not 
be exhaustive, it should focus on community 
goals and issues of community concern and 
controversy.  The guidelines identify that 
displacement can involve, neighborhoods, 
businesses, and people. (www.ciatrans.net)  
Recommended analysis of impacts on residential 
displacement include the number and type 
(multi-family, single family) of residences 
displaced and the particular needs of vulnerable 
groups (disabled, minority, elderly).   
 
Council on Environmental Quality 
Environmental Justice Guidance The 
Council on Environmental Quality, the federal 
agency tasked with oversight of NEPA and 

government compliance with Executive Order 
12898 developed guidance to assist federal 
agencies with addressing environmental justice 
concerns in the context of NEPA procedures.  
This guidance suggests that agencies should 
‘determine whether minority populations, low-
income populations, or Indian tribes are present 
in the affected area…consider data concerning 
the potential for multiple or cumulative exposure 
to human health or environmental 
hazards…recognize the interrelated cultural, 
social, occupational, historical, or economic 
factors that may multiply the natural and 
physical environmental effects…[and]…should 
assure meaningful community representation in 
the process.48 
 
California Department of Transportation 
The California Department of Transportation 
(CalTrans) reference documents for CEQA 
provide specific guidance for the evaluation of 
impacts on population and on housing 
displacement.  The 1997 Guidelines for 
Community Impact Assessment point out that 
the disproportionate displacement of vulnerable 
populations can have significant adverse human 
impacts:  
 

Certain population groups such as senior citizens, 

low income residents and non English speaking 

people often have strong community ties and depend 

on primary social relationships and important support 

networks that can be severed upon relocation.  

Households with school aged children may consider 

relocation especially disruptive if school transfers 

would be involved. Disabled people and those 

                                                                                                                      47 Federal Highway Administration Community 
Impact Assessment Website (Accessed at:  
www.ciatrans.net) 

48 Environmental Justice:  Guidance under the 
National Environmental Policy Act. Council on 
Environmental Quality. 1997. 
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without automobile transportation often have special 

relocation problems. 

 
The guidelines suggest investigating the 
demographics of the residents to determine if 
any vulnerable groups (Low income, minority, 
seniors, disabled, and children) would be 
impacted.  The guidelines suggest evaluating the 
effects on the stock of affordable housing: 
 

A loss of a substantial number of houses 
affordable to people with low and moderate 
incomes may have an effect on the 
community stock of affordable housing. This 
could have the effect of increasing the 
demand for housing in a given sector of the 
market, bidding up the cost of that housing 
if the market supply is constrained and 
thereby disproportionately affecting certain 
income groups. 

 
Similarly, the 2003 Desk Guide for 
Environmental Justice in Transportation 
Planning and Investments.  The environmental 
justice guidelines categorize social and economic 
impacts into land use and development, 
population and housing, and fiscal and 
economic.  These guidelines suggest analysis of 
population and housing impacts consider a 
number of variables.  These include: 
 
• Property acquisition and displacement 
• Access to neighborhoods 
• Community Cohesion 
• Safety and security 
• Visual and aesthetic quality 
• Property values and gentrification 
 
A particular concern emphasized by CalTrans 
is impacts of displacement and relocation on 

neighborhood or community cohesion.  The 
decision tree for residential displacement 
includes assessment of the availability of 
relocation housing in the community where 
displacement is occurring.  Social impacts 
considerations identified by CalTrans related to 
cohesion include: 
 
• Is there evidence that community cohesion 

exists? 
• Will the proposed project affect interaction 

among persons and groups? 
• Will the proposed project cause 

redistribution of the population or an influx 
or loss of populations? 

• Will certain people be separated or set apart 
from others? 

 
City of Los Angeles Thresholds Guide In 
its 1998 CEQA Thresholds Guide, the City of 
Los Angeles uses the following screening criteria 
for evaluating significant effects on population 
and housing displacement.49   
 
• Would the project result in the net loss of any 

existing housing units affordable to very low 
income or low income households (as defined 
by federal and/or City standards), through 
demolition, conversion, or other means. 

 
The Los Angeles guidelines evaluate the 
significance of population and housing impacts 
by considering the following factors: 
• The net change in  market rate and 

affordable units in the project area 
• The current and anticipated supply of 

market rate and affordable units in the 
project area 

                                                           
49 http://www.ci.la.ca.us/EAD/EADWeb-
AQD/Thresholds_PDF/introceq.pdf 
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• The demographics of the project area 
• The consistency with city and regional 

housing policies 
 
The guidelines also suggest the following two 
mitigation measure for displacement of 
affordable housing: 
• Exceed the statutory requirements for 

relocation assistance 
• Increase the number of housing units 

affordable to lower income households 
 
Tahoe Regional Planning Agency 
(TRPA) The TRPA Initial Environmental 
Checklist50 requires a response to and evidence 
for the following questions relevant to the 
displacement of low income residents and the 
loss of affordable housing: 
 
• Will the proposal include or result in the 

temporary or permanent displacement of 
residents? 

• Will the proposal decrease the amount of 
housing in the Tahoe Region historically or 
currently being rented at rates affordable by 
lower and very-low-income households? 

• Will the proposal result in the loss of 
housing for lower-income and very-low-
income households? 

 
Mitigation of affordable housing loss is required 
for project approval. According to planners at 
the TRPA any loss of affordable housing due to 
redevelopment has to be either rebuilt on site or 
offsite taking into account similar accessibility to 
transport resources.   A recent example of such 
mitigation occurred with the proposed 

development of the 138 unit Round Hill 
Vacation Resort.  The development of the time 
share condominium involved the removal of the 
186 unit Lake Park Apartments.  To mitigate 
displacement, the project included the 
construction of 67 new apartment units offsite 
prioritized for displaced tenants, affordable 
housing restrictions for the new apartments, 
phased demolition over 24 months with eviction 
of no more than 8 units per month, and 
relocation assistance.51 
 
County of Santa Barbara Santa Barbara’s 
1993 Environmental Thresholds and Guideline 
Manual52 provide a specific threshold for the 
loss of affordable housing.  The rationale for 
establishing such a threshold comes from the 
county’s affordable housing policies.  The Santa 
Barbara County Housing Element documents a 
substantial shortfall in affordable housing 
opportunities and the preservation of the existing 
affordable housing stock is a stated goal of the 
Housing Element.  According to the Element, 
“the loss or demolition of existing affordable 
units can displace very low to moderate income 
persons and further restricts the housing 
market.”  The threshold for Very Low to 
Moderate Income Housing Units is as follows: 
 
• The loss of four or more very low to moderate 

income housing opportunities through 
demolition, conversion, or other means 
represents a significant housing impact. 
Affordability is determined on the basis of the 
applicable definitions within the County's 
Comprehensive Plan and Coastal Plan. 

                                                           
51 Lyn Barnett, Tahoe Regional Planning 
Association,. Personal Communication. and Balloffet 
and Associates. Round Hill Vacation Resort / Lake 
vista Apartments Environmental Assessment.   

                                                           
50 
http://www.trpa.org/Applications/new_applications2003/
IECFINAL%20APRIL%202002%20Comp.pdf 52 http://ceres.ca.gov/planning/ceqa/thresholds.html 
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Mitigations to assist persons residing in those 
units shall be applied. 

 
Santa Barbara’s CEQA guidance also provides 
the following mitigation measures:  
 
• Mitigations would include extended length of 

notice to quit premises, relocation expenses, 
demolished or converted units through 
physical on or off-site replacement or by the 
payment of fees. Onsite replacement of low or 
moderate income housing is the preferable 
alternative. If onsite replacement is infeasible, 
the units shall be replaced offsite. Payment of 
an in-lieu fee shall occur only if on and off-
site replacement are proven to be infeasible. 
Housing mitigation fees shall be sufficient to 
provide replacement of the demolished or 
converted units. 
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Appendix I  Model  Housing 
Impacts Analysis 

Analysis Variables 
 
• The net change in  market rate units 

historically or currently being rented at 
rates affordable by lower and very-low-
income households in the project area 

 
 
 
Screening Criteria 

• The net change in  affordable (including 
section 8, permanently affordable, and 
rent-controlled) units historically or 
currently being rented at rates affordable 
by lower and very-low-income 
households in the project area 

 
• Will the project result a decrease in the 

supply of housing? 
• Will the project result in an increase in the 

demand for housing? 
• Will the proposal result in the loss of 

housing affordability, availability or quality 
for low income or otherwise sensitive 
populations? 

• Existence within the displaced 
population of a higher than average 
proportion of ethnic minority, low 
income, medically vulnerable or health 
sensitive populations among displaced 
residents 

• Will low income or otherwise sensitive be 
displaced or relocated? 

 
• The location and comparability of 

replacement housing for displaced 
households; 

Setting Variables 
 
• The demographics of the project area and 

locality • Effects on support (food, advice, 
childcare, elder care) provided to and by 
displaced residents   

• The current and anticipated supply of 
housing units in the project area and locality 
disaggregated by affordability; • Increased dependence on public 

assistance or public services • Availability of vacant units in the project 
area and locality disaggregated by level of 
affordability; 

• Changes in accessibility to or utilization 
of public services 

• Changes in the number of family or 
relatives living in close proximity 

• The quality (safety, environmental 
conditions…) of available housing units in 
the project area and locality (sources: 
census, local housing complaint data) 

• Effects on crowding:  changes in the 
number of individuals per room in the 
project area • Evidence of social cohesion in project area( 

e.g. organization, interactions, relationships, 
and support among residents) 

• Changes in accessibility to public 
transportation 

• Changes in the need for automobile 
ownership or use 

• Access to public services in the project area 
(transportation, schools, childcare…) 

 • The number and type of employment 
opportunities in proximity to the project area  
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Significance Criteria 
 
• Net loss of housing supply relative to 

demand  in the area, locality, or region; 
• Net loss of affordable housing in the project 

area or locality; 
• Significant reduction in housing quality or 

safety; 
• Significant number of residents relocated to 

non-comparable housing; 
• Any residents made temporarily or 

permanently homeless; 
• Loss of community cohesion in project area; 
• Increase of local residential segregation. 
 
Mitigation Measures 
 
• Change land use / zoning controls to enable 

increased housing density; 
• Develop relocation plan consistent with 

California State Relocation Assistance and 
Property Acquisition Guidelines; 

• Construct of replacement affordable housing 
onsite or offsite; 

• Housing impact fees. 
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Healthy Corridor for All: Partners 
 

PolicyLink is a national research and action institute advancing  

economic and social equity by Lifting Up What Works®.  

 

TakeAction Minnesota is a growing statewide organization of  

11,000 individual and 24 organizational members committed to  

achieving social, racial and economic justice through community  

organizing, coalition building, issue campaigns and civic engagement. 

 

ISAIAH is a faith-based community organization with 100 member  

congregations, including several situated in the immediate  

vicinity of the Central Corridor Light Rail Transit (CCLRT) line. 

 

Healthy Corridor for All Health Impact Assessment Leadership Team 

Project Staff:  

PolicyLink: Shireen Malekafzali, Danielle Bergstrom, Victor Rubin 

TakeAction Minnesota: Amee Xiong, Pamela Twiss 

ISAIAH: Kate Hess Pace, Doran Schrantz, Lisa Amman, Phil Steger 

 

Community Steering Committee: Barb Pecks, N. Central States Regional Council of Carpenters; Bernie Hesse, 

UFCW Local 789;  Bob Cudahy, Saint Paul Teachers Federation; Chupheng Lee, Lao Family Services; Esmael Guye, 

Skyline Towers, representing the interests of the Oromo community; Eve Swan, Save Our Homes Coalition; Gloria 

Presley-Massey, Pilgrim Baptist Church; Hadi Khalif, Skyline Towers, representing the interests of the Somali 

community; Jameson Liu, Hmong Town Marketplace; John Slade, MICAH; Juan Linares, East Side Prosperity 

Campaign; Liz Xiong, Hmong Organizing Program, TakeAction Minnesota; Metric Giles, Community Stabilization 

Project; Mike Qualy, Amalgamated Transit Union 1005; Myrna Nelson, Lutheran Church of the Redeemer; Pang 

Yang, local business owner; Rev. Dr. Charles Gill, Pilgrim Missionary Baptist Church; Rev. Frederick Newell, Section 

3 advocate; Rev. James Thomas, Mt. Olivet Baptist Church; Rev. Jennie Lightfoot, One in the Spirit; Rev. Jim 

Erlandson, Lutheran Church of the Redeemer; Rev. Jonathan Zielske, Hope Lutheran Church; Rick Cardenas, 

Advocating Change Together; Victori Vu, Hmong Organizing Program; Zeynab Ali Yusef, Skyline Towers, 

representing the interests of the Somali community. 

 

Technical Advisory Panel: Adam Maleitzke and Brian  McMahon, U-PLAN; Amanda Heyman, attorney; Ann Forsyth, 

Professor of Regional Planning, Cornell University; Eric Bain and Diane Dube, William Mitchell College of Law; 

Carissa Shively-Slotterback, Humphrey Institute, University of Minnesota (U of M); Chip Halbach, Minnesota 

Housing Partnership; Dan Hylton, HousingLink; Donna Drummond, City of Saint Paul Planning and Economic 

Development Agency; Elizabeth Guzy, Minnesota Department of Health; Elizabeth Wampler, Center for Transit-

Oriented Development/ Reconnecting America; Geoff Maas and Jim Erkel, Minnesota Center for Environmental 

Advocacy; Heather Oleson, public health professional; Jeanne Ayers, Healthy Heartland Project; Jeff Matson, 

Center for Urban and Regional Affairs; Karen Nikolai, Hennepin County; Kristin Raab and Sara Dunlap, Minnesota 

Department of Health; Linda Winsor, University Avenue Business Association; Mona Langston, Minnesota Housing 

Preservation Project; Myron Orfield, Institute on Race and Poverty, U of M; Sarah Mullins, Transportation Equity 



  
Page 3 

 

   

Network; Va-Megn Thoj, Asian Economic Development Association; Vayong Moua, Center for Prevention, Blue 

Cross & Blue Shield of Minnesota; Vivian Kahn, land use consultant. 

 

Additional Key Stakeholders: Adele Brown, Jewish Community Action; Greg Finzell, Rondo Community Trust; 

Isabel Broyld, U7; Jessica Treat, Saint Paul Smart Trips; Jill Hendrickson, Frogtown CDC; Mike Temali, Neighborhood 

Development Center; Nieeta  Presley, Aurora St. Anthony Neighborhood Development Center; Sarah Reller, Selby 

Area CDC; Veronica  Burt, Frogtown Action Network/JUST Equity; Vic Rosenthal, Jewish Community Action. 
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for Prevention. 
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Foreword 

The new Central Corridor light rail line has generated mixed feelings among residents of the Twin Cities 
who stand to benefit from increased transit access, new development, and greater opportunity to 
regional resources. On the one hand, many of these residents, representing racially diverse and low-
income communities, are looking forward to the promise of this new light rail line and accompanying 
transit-oriented development: economic opportunity, affordable housing, increased transit access, and 
public investment in pedestrian safety and streetscaping. On the other hand, many are concerned that 
the increased desirability of the corridor will increase housing and small business costs, and price 
current residents out of their homes and businesses. They worry that the social support systems and the 
ethnic markets they depend on will not be able to withstand the community changes. Still, having largely 
been the victims of disinvestment, they are hungry to take advantage of this new investment as long as 
they can be sure that their communities will benefit.  
 
Responding to community concerns, our three organizations came together to form a unique 
partnership bringing together community organizing, advocacy, and technical analysis. We set out to 
engage a diverse set of community groups along the Central Corridor as well as technical experts to 
assess the potential implications of the proposed transit-oriented development rezoning policy that 
would set the foundation for development and growth in the corridor. We used a tool called health 
impact assessment (HIA) to guide our analysis, along with principles of community participatory 
research and community organizing. 
 
Health impact assessment is a tool that can infuse the consideration of health and equity outcomes into 
critical decision-making processes. Using this tool, decision makers can be fully informed of the 
implications of their decisions on the health of a community prior to implementing changes. Health 
impact assessments, first pioneered in Europe, are catching on in America as health practitioners, 
community groups, researchers, and advocates work to prevent ill health before it starts.  
 
Research shows deep connections between health outcomes and the built environment—for example, 
people who live in areas with access to transportation, affordable housing,  fresh foods, good schools, 
and safe parks for physical activity tend to enjoy overall better health and an improved quality of life 
than those who lack access to those amenities. Stark disparities exist in the built environments of low-
income communities versus affluent communities. This disparity is reflected in the health outcomes of 
low-income people and communities of color.  
 
The Healthy Corridor for All Health Impact Assessment made important contributions to the rezoning 
debate, and helped to increase community participation, build capacity, and leave an indelible mark on 
the region as a whole. Through the organizing and advocacy of community leadership, the concepts of 
health and affordable housing were placed at the center of the rezoning debate and helped educate the 
media, policymakers, and the general public. The level of community participation—particularly from 
low-income people and communities of color—in the rezoning process was unique for the city. In 
addition, through the HIA process and analysis, the Twin Cities region now has a model in place for 
community engagement and analysis to help address community needs as it plans for other transit 
corridors.  
 
This document presents the full range of findings, detailed descriptions of the issues, data sources and 
methodology. A summary of the key components this analysis can be found at 
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www.PolicyLink.org/HealthyCorridorforAllHIA. We hope this report will help inspire other communities 
facing similar issues to conduct assessments, come together in coalition, and support healthy, equitable 
transit-oriented policies. In particular, we hope the Healthy Corridor for All Health Impact Assessment is 
seen as a model for the careful analysis and consideration of important community priorities such as 
health, affordable housing, and economic opportunity in transit and land use planning, as well as a 
process for community participation that responds to the leadership and wisdom of communities. 
  
We want to sincerely thank the Healthy Corridor for All Community Steering Committee and Technical 
Advisory members for their invaluable leadership and contributions to this project and report. 

 

 

Angela Glover Blackwell,          Dan McGrath,   Doran Schrantz,             
Founder and CEO,            Executive Director,   Executive Director, 
PolicyLink                                       TakeAction Minnesota  ISAIAH  
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Introduction  

Healthy Corridor for All: Supporting Equitable Transit-Oriented Development  

Across the country, a movement is building to develop and expand light rail transit systems, as demand 
increases for more urban and less autocentric lifestyles. Light rail systems in Austin, Baltimore, Denver, 
Los Angeles, Miami, Seattle, and Saint Paul, among other cities, exemplify this trend.  With this 
development have come changes, not only to transportation systems, but to land use patterns in which 
compact, walkable communities are created, centered around high-efficiency transit—also known as 
transit-oriented development. 
 
Transit-oriented development (TOD) has been shown to be a healthier model for development than 
urban sprawl1, the expansion of low-density, single-family detached housing farther and farther away 
from the urban core. TOD can lead to increased walking and biking, rather than long car commutes, and 
even to shorter car trips to park-and-rides and other neighborhood amenities.2 The potential results 
include decreasing car pollution, which improves air quality; denser, more energy-efficient housing,3 
which is more supportive of affordable housing production; and more efficient access to, and delivery 
of, goods and services.  
 
Yet, as TOD has been constructed in many cities, including Portland and Washington, DC, it has often 
been accompanied by displacement of low-income persons and communities of color.4 Higher-income 
populations are finding compact living near transit desirable, driving up the property value of land near 
transit. This has resulted in increased rents and/or property taxes for existing residents, who may 
ultimately be displaced because of the higher cost of living. In response to these circumstances, 
PolicyLink, along with other groups, has developed tools to support equitable transit-oriented 

development—an approach to ensure that low-income households and communities of color benefit 

from TOD without being displaced.  
 
As part of this larger TOD trend, the Twin Cities is planning to build approximately four transit corridors 
as part of the Corridors of Opportunity Initiative; at least two will be fixed rail.5 The mode of the other 
two has not been established at the time of this report. The first of these light rail lines, the Central 
Corridor Light Rail Transit line (CCLRT), is currently under construction. An 11-mile transit corridor 
connecting downtown Minneapolis with downtown Saint Paul, the CCLRT is a $1 billion transit 
investment estimated to spur as much as $6.78 billion in public and private investment in local 
development during the next 20 years.6 
 
The Central Corridor, home to over 60,000 people in the Saint Paul segment, passes through some of the 
region’s most diverse and most low-income communities, including the second largest Hmong population 
in the United States, a large Somali refugee population, as well as Rondo, a historic African American 
community that has been negatively impacted by a large transportation infrastructure project before—the 
interstate highway system. Several hundred homes and businesses were demolished and families 
displaced as Interstate 94 was constructed right through the community, devastating the community’s 
growth and economic prospects. What the people of Rondo and the broader Twin Cities community 
learned was that transportation planning and land use regulations must be carefully designed in order to 
ensure that everyone benefits, including the very people who stand to benefit the most: low-income 
people and people of color.  
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This time, with opportunity knocking in the form of increased transit access and public and private 
investment, the Central Corridor (CC) communities did not want history to repeat itself. While looking 
forward to benefiting from the new transit line and increased public and private investment, they voiced 
fear that they may ultimately be involuntarily displaced due to increased housing and business costs and 
began to worry that the large-scale community changes may lead to cultural and social upheaval with 
the communities’ health taking a toll.  
 

Overview of Healthy Corridor for All Project 

The community expressed concern that not enough analysis had been done to understand the impacts 
of the light rail line and subsequent land use changes on existing communities. Based on this, ISAIAH, 
the Hmong Organizing Program of TakeAction Minnesota (TAM’s HOP), and PolicyLink partnered 
together to conduct a health impact assessment (HIA) of the rezoning ordinance that would lay the 
foundation for the implementation of transit-oriented development (TOD) along the Central Corridor. A 
health impact assessment was the tool of choice because of the potential impacts of infrastructure 
development on the health and well-being of existing communities and the universal aspiration for 
improving community health in the Central Corridor. The project partners dubbed the HIA, “Healthy 
Corridor for All.” 
 
ISAIAH and TAM’s HOP worked closely with community groups to lead, organize, build capacity, and, in 
particular, support the engagement of community partners, especially low-income people and 
communities of color, in the rezoning process and the health impact assessment. PolicyLink served as 
the technical partner, conducting the research, and providing technical assistance and capacity building. 
The project partners convened a leadership team to guide the project—the Healthy Corridor for All 
Community Steering Committee (CSC). The CSC identified the focus for the analysis, advised on research, 
prioritized and advocated for policy recommendations, and informed policymakers and their 
constituency every step of the way. The project partners also convened a Technical Advisory Panel (TAP) 
to provide technical support, expertise, data resources and help integrate and coordinate related 
existing and ongoing analyses with the HIA. The project partners worked closely, each with different, but 
complementary roles, and worked closely with the CSC and TAP, together creating a well-rounded 
leadership team for the HIA. 
 
The goals of the Healthy Corridor for All Health Impact Assessment were to:  
 

 Assess the impacts of the rezoning proposal on community health, health inequities, and 
underlying conditions that determine health in the Central Corridor.  

 Ensure positive health benefits are maximized and negative health impacts are addressed in the 
decision-making process.  

 Empower Central Corridor local communities to meaningfully engage in the rezoning process. 
 
The core values that guided this HIA included equity, community empowerment, collaboration, 
accountability, and scientific integrity. 
 

Why Focus on Rezoning? 

Rezoning along the Central Corridor enables the City to create a foundation for anticipated future 
investment and transit-oriented development. In anticipation of this future investment, the City led a 
community process to develop the Central Corridor Development Strategy (CCDS) in 2006 and 2007. The 
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process brought together diverse stakeholders to create a vision and guiding principles for future 
development of the corridor and the surrounding neighborhoods. In preparation for the higher density 
development envisioned in the CCDS, the City of Saint Paul carried out a rezoning process and recently 
adopted amendments to the zoning ordinance to rezone a large portion of the corridor.  
 
The rezoning of the Central Corridor was one of the first major regulatory steps undertaken by the City 
of Saint Paul to implement the Central Corridor Development Strategy, following the adoption of station 
area plans in 2009. The CCDS recommended that the zoning ordinance be amended to align more 
closely with a transit-supportive regulatory framework. The City’s stated overall goals for the rezoning 
were “higher density development, reduced demand for parking, pedestrian, and transit-oriented 
environments.”7 The specific amendments proposed to the zoning ordinance will increase allowable 
densities and heights, reduce parking requirements, increase the amount of residential uses allowed, 
restrict auto-oriented uses, and provide design standards that promote pedestrian and transit-friendly 
environments. This rezoning will undoubtedly have an effect on the built environment of the Central 
Corridor and surrounding neighborhoods over the next few decades.  
 
There is a large and growing body of research that has documented the connections between land use 
and health. Many studies have shown that our physical and social environments—where we live, learn, 
work, and play—affect our health even more than we previously imagined. Some neighborhoods 
provide opportunities for residents to make healthy decisions, such as areas with affordable housing, 
high performing schools, safe places for children to play outside, and access to healthy grocery stores. 
Those who live in neighborhoods that lack these healthy opportunities—often low-income communities 
and communities of color—experience the worst health outcomes, such as high rates of obesity, 
diabetes, asthma, and heart disease. Furthermore, Myron Orfield, professor at the University of 
Minnesota and Director of the Center for Race and Poverty, notes that the segregated nature of these 
often low-opportunity neighborhoods is more strongly associated with poor health than any other 
measured demographic factor. Segregation by race and income plays a significant role in widening the 
disparity health gap, as well as the achievement gap, between racial groups.8 This condition exists in 
many cities and regions across the country, as well as being prevalent throughout the Twin Cities region, 
despite relative progress compared to some of the other regions. 
 

What is a Health Impact Assessment? 

Health impact assessments (HIAs) have been conducted in Europe and Australia for many years. In 
recognition that many policies, plans, and projects outside of the health arena have important health 
implications, groups in the United States have started to conduct HIAs in the last ten or so years to 
evaluate and support the consideration of health in decision-making processes.  
 
A health impact assessment may be defined as “a combination of procedures, methods and tools that 
systematically judges the potential, and sometimes unintended, effects of a policy, plan, program or 
project on the health of a population and the distribution of those effects within the population. An HIA 
identifies appropriate actions to manage those effects.”9 Such an assessment provides a common-sense 
and evidence-based approach, to ensure that potential impacts of policies and plans are appropriately 
addressed before final decisions are made. HIAs, such as the one conducted in Healthy Corridor for All, 
often focus on the “social determinants of health.” These have been defined by the World Health 
Organization as “the conditions in which people are born, grow, live, work and age, including the health 
system. These circumstances are shaped by the distribution of money and resources at global, national 
and local levels, which are themselves influenced by policy choices. The social determinants of health 
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are mostly responsible for health inequities—the unfair and avoidable differences in health status seen 
within and between countries, [among race, income, gender, and geography within a given location+.”10 
 
Health Impact Assessments have four values as identified by the World Health Organization:  
 

 Democracy.  Allows individuals to participate in the development and implementation of 
policies, programs, or projects that may have an impact on their lives. 

 Equity.  Assesses the effects of a proposal on the whole population, with particular reference to 
vulnerable individuals and groups (in terms of age, gender, ethnic background, and 
socioeconomic status). 

 Sustainable development.  Considers both short- and long-term impacts, along with the obvious 
and less obvious ones. 

 Ethical use of evidence.  Identifies and uses the best available quantitative and qualitative 
evidence. Ensures a wide variety of evidence is collected, using the best possible methods.11 

 
A set of steps guides a practitioner through an assessment, including: 
 

 Screening.  Determines the need and value of an HIA. 

 Scoping.  Determines the project partners; health and social impacts requiring assessment; 
methodology for the analysis; and a research and work plan.  

 Assessment.  Provides an analysis of existing conditions; an assessment of the policy, project, or 
program under study; and an evaluation of the potential impacts of the policy, project, or 
program on existing conditions. 

 Recommendations.  Develops a set of recommendations for maximizing health outcomes. 

 Reporting.  Develops a report for communicating findings and recommendations.  

 Monitoring.  Tracks the impact of the HIA on the proposed policy, program, or project, and the 
impacts of the final policy, program, or project on existing conditions.  

 
The role of health impact assessments goes beyond collecting and analyzing data on existing health 
disparities and impacts on health. The HIA process can be an instrument to engage and empower 
communities, emphasize everyday experiences in decision making, build consensus around decisions, 
and build lasting relationships and collaborations across diverse constituencies.12 Embedded in the HIA 
process are opportunities for community engagement and leadership, with the end of achieving a 
participatory research process that reflects and resonates with resident concerns and aspirations. 
 

Why Focus on Health? 

A health impact assessment is fundamentally about the health of the community. The goal of this 
particular assessment is to analyze whether, how, and to what extent the adoption of new zoning by the 
City of Saint Paul is likely to change a set of specific neighborhood health conditions. The emphasis is on 
how the economy, housing, and transportation effects on health will be distributed across populations 
by race, income, and geographies. While an environmental impact assessment relating to the 
construction of the CCLRT was prepared, no documents have examined the specific impact of land use 
decisions on physical indicators of health or carefully analyzed social determinants of health prioritized 
by the community.  

 



  
Page 13 

 

   

Health is a universal issue. The ability of individuals to fully experience and enjoy life depends on the 
quality of their physical and mental health. A health impact assessment can bring communities 
together—regardless of their race, ethnicity, or socioeconomic status—in a unique way, to discuss and 
evaluate the ways in which individual and community health may be affected by a proposed policy or 
project. The relationships and coalitions formed can continue building upon the information gathered, 
working toward healthier communities.   
 
In this case, the HIA provides an opportunity to establish precedent on how to ensure that new transit-
oriented development supports equitable and healthy outcomes for all. The Central Corridor LRT is one 
of several new proposed light rail line expansions across the country that traverses lower-income 
neighborhoods and communities of color. In addition, for the Twin Cities region, the Metropolitan 
Council has planned several additional transit corridors to undergo construction in the next decade or 
so.  
 
The health benefits of TOD are well documented in the urban planning literature;13 this type of 
development supports transit usage and active transportation lifestyles, thus reducing carbon emissions 
and increasing physical activity. These positive outcomes, though, are not necessarily distributed evenly 
by race or income. Research has shown that transit investments can result in more expensive housing, 
more wealthy residents, and higher vehicle ownership, which, in some newly transit-rich 
neighborhoods, can price out core transit users, such as renters and low-income households.14 
Investments in transit alone do not impact all neighborhoods in the same ways, however; transit-rich 
neighborhoods exist across the country that are still racially segregated and lacking in investment and 
access to opportunity. 
 
In the case of Saint Paul, transit-oriented development can have several positive effects on the corridor 
and surrounding communities: new, higher-density development can increase the number of jobs and 
housing units near light-rail stations; improved design standards can help to create a safer environment 
for pedestrians and bicyclists; increased density can help expose more individuals to the wide variety of 
local and diverse businesses throughout the corridor. These zoning changes could also have unintended 
negative consequences, however. Increased development potential on rezoned properties could result 
in commercial and residential displacement if property values and rents rise above sustainable levels for 
current tenants. The shift in land uses from industrial to office may promote further bifurcation of the 
economy into high-education–high-wage and low-education–low-wage jobs. Figure A below depicts 
various pathways for the ways in which rezoning can impact the social determinants of health. 
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FIGURE A: CHANGES IN NEIGHBORHOOD LIVABILITY AND HEALTH  

 
                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                  
Components of this Report 

This document is written for advocates and decision makers in the Twin Cities area as a way to 
demonstrate the clear connections between land use decisions and health and equity outcomes as the 
Central Corridor LRT develops and the corridor develops. This report can also be used to inform city and 
regional decisions regarding other proposed TOD or transit planning projects. This report presents a 
methodology for conducting equitable TOD analysis with community leadership. You will find the 
following components herein: 
 

 Background, which details the history of the Central Corridor and surrounding neighborhoods; 
gives information about demographic and neighborhood characteristics of the corridor and an 
overview of the Saint Paul real estate market. 

 Methodology, in which the process of implementing the HIA is discussed and where you will find 
data sources and research methods.  

 Rezoning Proposal Analysis, which describes the City of Saint Paul rezoning proposal and the 
implications it can have on land use in the Central Corridor. 

 Assessment Findings, in which the existing conditions of the Central Corridor and potential 
impacts of rezoning are included and organized by the CSC priorities. 

 Prioritized Policy Recommendations, which detail the policies the CSC has designated as highly 
important for implementation as a result of the assessment findings. 

 Monitoring Plan, which identifies indicators to monitor the impacts of actual development 
enabled by the rezoning on the social determinants of health prioritized by the CSC.  

 
This report reflects the connection between health and the HIA priorities established by the Community 
Steering Committee (CSC), including specific references to peer-reviewed research on these topics.  
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1.  Healthy Corridor for All: HIA Process and Methodology 

Implementation Process 

The health impact assessment (HIA) process began in May 2010 and continued through April 2011, 
when the Saint Paul City Council passed the new rezoning to accommodate higher-density transit-
oriented development (TOD). The HIA was embedded in the community, engaged in advocacy, and 
building capacity with community partners. Each iteration of the HIA process involved significant 
discussion, capacity building and opportunities for feedback from community advocates, technical 
advisers, and policymakers. In the end, the Community Steering Committee made recommendations to 
the city council in preparation for its decision on the rezoning proposal. The HIA was conducted to help 
inform the city council decision.  
 
Screening: Does a Health Impact Assessment Add Value? 

In this initial phase, the project team—PolicyLink, ISAIAH, and TakeAction Minnesota—worked with 
community leaders and organizations to determine the need for, and value of, a health impact 
assessment. The rezoning of the Saint Paul portion of the Central Corridor was especially significant 
because it was the first decision to codify the city’s vision for the community into laws that all 
development would have to abide by.  
 
In the last ten years, public health and urban planning research has shown that the built environment, of 
which zoning forms the architecture, has profound impacts on community health. Zoning shapes 
physical design, safety, access to food, recreation, and jobs and economic opportunity. As well, it 
influences the composition and social connectivity of a neighborhood and can facilitate affordable 
housing. Health effects related to zoning decisions may include rates of traffic injuries, respiratory 
disease, physical activity, obesity, income, violence, and mental health issues. Negative results are often 
borne disproportionately by the most economically disadvantaged communities. While Minnesota as a 
whole is one of the healthiest states in the country, some of America’s starkest health disparities across 
race, income, and education levels exist there.15 With appropriate planning and policies in place in the 
rezoning, the health of current residents can benefit from improved community design, enhanced 
services and infrastructure, and increased home and business values.  
 
Some of the region’s most vulnerable populations reside in neighborhoods near the Central Corridor: a 
large African American population, a thriving Asian, predominantly Hmong, immigrant community of 
many small businesses, and low- and middle-income persons of all ethnic and racial backgrounds. These 
populations have the most to lose and to gain from the rezoning along the corridor. Residents and 
business owners have limited safety nets on which to rely. They stand to lose their homes and 
businesses should increased property taxes result from rezoning. 
 
The team recognized that health had not been discussed in the zoning debate, and equitable transit-
oriented development was not the explicit goal of the zoning. Given the interest in the community in 
participating in a forum to discuss and examine this type of development and the lack of discussions on 
health, the team decided to conduct an HIA as a way to evaluate the potential impacts of the rezoning 
and to provide the community and decision makers with timely recommendations that would assist 
them in assuring a healthy, equitable community. 
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Scoping: Creating the Framework for the Project 

Developing a Community Steering Committee and Technical Advisory Panel  

In June 2010 the project team created a Community Steering Committee (CSC) of more than 20 
organizations representing diverse constituents living and working along the Central Corridor. These 
groups represent diverse interests from labor to small business. Bringing together the CSC required care, 
identifying the landscape of advocates and interests along the Central Corridor, and building 
relationships through numerous conversations. The team also identified a key set of stakeholders who 
were not able to join the CSC, but given their interests, they would be kept updated on the project’s 
progress.  
 
The project team then created a Technical Advisory Panel (TAP) made up of more than 20 varied 
organizations, including the City of Saint Paul Planning and Economic Development Agency and 
university professors, affordable housing developers, and economic development associations. In 
addition, a set of key policymakers in the zoning and transit planning process were identified to ensure 
consistent communication with decision makers throughout the HIA. 
 
Membership in both the CSC and the TAP was strictly voluntary, though, in order to participate, 
members made a number of agreements and commitments, fundamentally to the HIA goals and core 
values delineated in the first section of this report’s introduction. Members committed to work together 
to conduct the HIA in accordance with these goals and values, and not to challenge them during the 
process. The project team documented the structures and functions of the CSC and the TAP, as well as 
the principles of the HIA, the process and timeline, ground rules for engagement, and decision-making 
process in a Rules of Engagement memo, which all CSC and TAP agreed upon. See Appendix A for this 
memo. 
 
Developing a Research Proposal for the HIA 

In July 2010, the project team brought together the full CSC and TAP to launch the Healthy Corridor for 
All Health Impact Assessment. This two-part meeting included a significant capacity-building portion, 
where participants discussed HIAs, land use and transportation connections to health and equity, and 
the political timeline and process of zoning. The group spent time creating a collective vision of a healthy 
Central Corridor, and through discussions and a vote, prioritized three elements they believed were 
crucial in achieving a Healthy Corridor, then worked to identify two objectives for each element. Table 
1.1 lists the community objectives and the related questions that guided the impact analysis. 
  
TABLE 1.1: HEALTHY CORRIDOR FOR ALL HIA PRIORITIES 
 

Healthy Economy 
 
Objective 1:  High Quality, Healthy Jobs that Increase Wealth, Income, and Equity for All Residents 

How will the proposed zoning change the number and quality of jobs available to residents in the 
corridor neighborhoods? 

 
Objective 2:  Develop and Support Diverse, Local Businesses—Existing and New 

How will the zoning changes affect small, locally and minority-owned businesses located along 
the corridor?  
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Affordable, Healthy Housing 
 
Objective 3:  Protect Residents from Negative Impacts of Gentrification 

How will the proposed zoning affect the likelihood of neighborhood gentrification and the 
involuntary displacement of current residents because of rising rents and the loss of rental 
housing—particularly residents who are low-income and/or transit dependent? 

 
Objective 4:  Construct and Preserve Affordable and Diverse Housing In Proportion to Demand 

How will the proposed zoning impact the cost of neighborhood housing and the availability of 
affordable housing, in terms of new housing construction and the preservation of existing 
affordable homes? 

 
Safe and Sustainable Transportation 
 
Objective 5:  Maintain and Improve Affordable and Accessible Transportation 

How will the proposed zoning coordinate with, and affect, affordable and accessible public 
transportation for the Central Corridor? 

 
Objective 6:  Safe, Connected Biking and Walking to, from, and across Transit Stops 

How will the proposed zoning coordinate with, and affect, access to safe and connected biking 
and walking routes to, from, and across rail and bus stops?  

 

 
Next, the project team worked with the CSC to develop a research proposal to establish a set of 
indicators to best evaluate the zoning based on the community’s priorities, given our constraints in 
terms of data availability, time, and resources. Approximately 50 indicators were selected for the 
research plan, to ensure the following: 

1. Measurability in terms of current conditions and over time. 
2. Availability and accessibility of data during the study period and at the relevant geographic 

scale.  
3. Time and resources to adequately address the indicators. 
4. Ability of the indicator to answer the associated research question(s) or prioritized objectives. 
5. Relevance to the proposed development strategy and zoning or to a possible future scenario for 

the community affected directly by the possible development. 
 
The research proposal, finalized in October 2010, also included explanations when community-identified 
priorities were not fully addressed or connected to the indicators. There were a few instances when a 
lack of data availability or accessibility limited the team’s ability to include certain measures important 
to the community. The team shared the research plan with the CSC and the TAP for feedback. 
 
Enhancing Advocacy and Building Community Capacity  

The Healthy Corridor team saw the HIA process as a promising tool, under the inclusive framework of 
healthy communities, with which to forge an alliance of stakeholders along the CCLRT who might 
otherwise not work with one another. This included the African American residents, Hmong and other 
Asian business owners and residents, as well as white residents. ISAIAH has relationships with both 
African American and white churches along the corridor and participates in alliances and coalitions with 



  
Page 18 

 

   

other organizations that represent various parts of its diverse community. The Hmong Organizing 
Project (HOP) of TakeAction Minnesota has relationships with Hmong business owners and residents. 
HOP is also deeply invested in local coalition building and multiorganizational cooperation. 
 
The Community Steering Committee was the primary decision maker in the scoping process and 
throughout the HIA. Yet, scientific integrity was a primary HIA value that could not be overridden. The 
TAP provided data, reviewed methodology, and many of its members were deeply engaged in planning 
in a variety of ways and helped inform the process. The CSC and TAP built relationships with one 
another and across committees. The TAP was able to hear community concerns and aspirations 
firsthand and access new data and inform analyses. 
 
The team held a public launch of the Healthy Corridor for All Health Impact Assessment in early October, 
once the CSC and TAP had become sufficiently engaged and committed to the work, and the scope was 
nearly complete. The CSC brought their constituents to the event, the TAP brought colleagues, and 
policymakers attended, as did other key stakeholders and journalists. Approximately 150 people were 
present at the gathering.  
 
Capacity building was incorporated into each phase of the HIA to ensure the CSC was familiar with the 
data, the political process, and any new developments in the zoning or planning process. During each 
CSC meeting the project team shared data, discussed political opportunities, and described any technical 
matters. In addition, TAP members—such as Minnesota Center for Environmental Advocacy and William 
Mitchell College of Law—co-hosted a Zoning 101 for the CSC. The CSC also kept the project team and 
one another abreast of issues arising in the communities and of political opportunities, and made 
certain the HIA was reflective of the local experience. 
 
A second large public meeting was held, with about 320 participants when the baseline assessment was 
complete; initial findings on current conditions were shared, the Minnesota health commissioner 
discussed the importance of the project to public health, policymakers shared their perspective on the 
CSC objectives, and expressed interest in continuing to work with the public, and CSC members shared 
their stories about, and their concerns and hopes for, the Central Corridor. 
 
The CSC ultimately became a coalition, calling itself Healthy Corridor for All, and began to engage in the 
city zoning decision-making processes, armed with new capacity, new partnerships, and new data. 
Organized to advocate for the findings of the HIA, once the recommendations were identified, the CSC 
provided testimony at hearings and held meetings with planning commissioners and city council 
members throughout the HIA. 
 
Assessing Conditions and Potential Impacts, Making Recommendations 

As a framework for understanding how rezoning would impact the prioritized objectives and affect the 
health of Central Corridor residents, the project team: 

1.  Assessed the existing conditions in the community.  
2.  Explored key features of the zoning proposal.  
3.  Analyzed how the existing conditions would be influenced by the zoning proposal.    
4.  Made recommendations for alternative zoning approaches and improvements where necessary.  

 
In the existing conditions analyses, the team assessed the identified 50 indicators in order to reveal 
current conditions in the Central Corridor. The goal was to forecast how the rezoning proposal could 
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impact these current conditions. From October through December 2010, the project team measured 
approximately eight indicators for each objective. The research team remained flexible.  Some indicators 
included in the original research proposal were excluded due to data availability issues and new 
indicators were added as new data became available. Appendix B lists all indicators that were analyzed, 
with their data sources and respective methodologies. 
 
Using the research questions outlined in the research proposal to guide the analysis, a methodology was 
then developed to analyze how the anticipated changes in the built environment would affect existing 
conditions in the corridor, according to two different scenarios. One was market-based, using estimates 
from a market analysis conducted by the real estate firm Colliers Turley Martin Tucker, now named 
Cassidy Turley, commissioned by the Saint Paul Planning Department. The second scenario used the 
maximum allowable development outlined in the rezoning proposal. A further technical explanation of 
the impact analysis methods is detailed in the next section. 
 
When the impact analysis was complete, best practices in equitable development were identified, 
related to the priorities of the Community Steering Committee. The project team then created an 
inventory of policy recommendations—many, but not all, of which related specifically to zoning—
focused on mitigating the potentially negative impacts of the rezoning that were identified in the impact 
analysis. The CSC and TAP reviewed and provided feedback on the list and then developed their top five 
policy priorities for the rezoning. These priorities were developed into more detailed policy briefs; see 
Appendix C for an example brief.  
 

Technical Methods: Compiling the Research 

Data Sources 

This analysis was limited by time, resources, and available data within the time frame of the HIA. Data 
for 1990 is from the Census 1990 Long Form (dataset SF3) in 2000 Boundaries package released by 
Geolytics, Inc. All 2000 data is from the Census 2000, retrieved from the US Census FactFinder web site 
(http://factfinder.census.gov). Demographic, transportation, and housing data cited for the 2005–2009 
period is from the American Community Survey 2005–2009 five-year estimates, which have replaced the 
long form of Census 2010 and were recently for Minnesota in mid-December 2010. Data cited from 2010 
is from the Census 2010 redistricting data or the short form (dataset SF1); the latter was released in 
June 2011.  
 
Most economic data on larger trends regarding jobs, workers, and industries was obtained from the 
Longitudinal Employment and Household Dynamics (LEHD) data set for 2008, released by the Bureau of 
Labor Statistics and retrieved using their OnTheMap web site 
(http://lehd.did.census.gov/led/onthemap/). The team used the 2008 numbers, as the 2009 data set will 
not be released until later in 2011.  
 
Data on affordable housing was compiled from the HousingLink Inventory of Subsidized Housing and the 
HUD Picture of Subsidized Households for 2008. Small and minority-owned business data, as well as 
information about on-street parking losses, was provided by U-PLAN, which conducts ongoing surveys of 
businesses located along University Avenue. GIS boundary data for maps was obtained from the 
Metropolitan Council MetroGIS DataFinder web site, the City of Saint Paul, and Ramsey County. 
Foreclosure data was provided by the Minnesota Center for Environmental Advocacy.  
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Current data on bus routes, headways, and ridership was provided by MetroTransit. Data on bicycle and 
pedestrian accidents along University Avenue was provided by the City of Saint Paul Department of 
Public Works for the years 2003–2007; this is the most recent data available, to the authors’ knowledge.  
 
For specific data sources by indicator see Appendix B: Indicators and Methodology. 

 
Geographic Boundaries of the Central Corridor 

A majority of the indicators were collected for census block groups located completely or mostly within 
a half-mile radius of the Saint Paul portion of the proposed LRT route along University Avenue, and then 
along Cedar Avenue through downtown to Union Station. Some indicators were collected at the census 
tract level when data was not available at the block group level for one or more years. All block group 
data was gathered for the Census 2000 block group boundaries. LEHD data was gathered at the block 
level because of its availability. Data for Census 2010 was gathered at the block level and aggregated to 
the 2000 Central Corridor and submarket boundaries. Affordable housing data was collected for 
properties located within a half-mile radius of the proposed LRT line. Small and minority-owned business 
data from U-PLAN was collected for all businesses, nonprofits, and governmental organizations located 
along University or within one block north or south of the avenue.  
 
The team created submarket boundaries based on those provided in the Central Corridor Development 
Strategy. They were modified such that they contained all block groups located wholly or mostly within 
their boundaries. These market areas vary widely in size and are not meant to be uniform in distribution. 

 
Existing Conditions and Impact Analyses  

During the scoping process, the CSC prioritized three focus areas with six objectives and research 
questions to explore. A full list detailing each indicator, data source, and the geography used is located 
in Appendix B.  
 
To calculate the impact analysis of change in land use by station area, the project team created two 
possible scenarios for development. In the market build-out scenario, the team used numbers identified 
in the individual station area plans representing the market potential in each station area by 2030. This 
projection represents the city consultant’s assessment of real estate market support for development 
through the next 20 years. In the maximum allowable build-out scenario, the team took the ratio of 
residential, office, retail, and hotel uses anticipated from the market scenario and applied it to the 
maximum floor area ratio allowed for each zoning district by parcel. The team did not include a “no 
build-out” scenario due to the existence of several studies suggesting that development will occur as a 
result of the light rail line, once it is in operation and potentially before then. A more detailed and 
complete list of methods and assumptions for the impact analysis is listed in Appendix B.   
 
For the economy section, the team obtained the anticipated number of jobs by dividing the expected 
office and retail floor area projections by the average square feet that an office worker and a retail 
worker uses, according to the Planner’s Estimating Guide for Projecting Land Use and Facility Needs.16  
 
To anticipate the potential impact of the rezoning on small and minority-owned businesses as well as on 
existing subsidized affordable housing, the project team created three categories of development 
potential to classify each parcel being rezoned. Parcels with a high potential for development are those 
that primarily fall into areas in the Central Corridor Development Strategy identified as “major 
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opportunities for investment.” Parcels classified with a medium potential for development are those 
identified with a greater than 2.0 difference between the current floor area ratio (FAR) and proposed 
allowable FAR—meaning the rezoning will allow the land to double in its allowable density (see Section 
3, Why Zoning is Important, for an explanation of FAR) —and are adjacent to at least one vacant parcel. 
This additional criterion was included as site developers may desire to assemble several parcels in order 
to make the project financially feasible. Parcels with low potential for development are all others being 
rezoned to increase development potential, but which do not meet the criteria described for the other 
two categories.  
 
It should be noted that although the team identified these three tiers of potential development, there 
are several other factors influencing the development of properties in the Corridor. The rezoning 
establishes a parameter of expectations for development; market forces such as current vacancy rates, 
feasible rents for development, opportunities for land assembly, and lender liquidity have significant 
impact on the potential for parcels to be developed, as well.  
 
Finally, for the transportation analysis, the team obtained the projected new population numbers within 
the station areas of the Central Corridor by taking the total number of housing units and multiplying it 
by the average household size of the corridor (2.39) in the 2005–2009 period.  
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2. Central Corridor: Demographics and Neighborhood Characteristics 

History of Central Corridor Neighborhoods 

The story of the Central Corridor is not just the history of University Avenue—it also represents the 
amalgamation of several histories involving the various peoples and cultures that make up the 
surrounding neighborhoods and communities. The corridor, while shaped by the various modes of 
transportation that traverse it, is defined by its various working-class racial and ethnic communities, 
many of which are composed of immigrants who have called the area home since the late nineteenth 
century. Many of the corridor neighborhoods emerged as working-class streetcar suburbs following the 
1890 opening of the University Avenue streetcar, which linked the downtowns of Minneapolis and Saint 
Paul. Early residents of distinct neighborhoods in the Central Corridor—Frogtown, Rondo, the North 
End, Summit-University, Western Park, Cornmeal Valley, and Oatmeal Hill, among others—included 
European immigrants or African Americans working on the railroad or in the several manufacturing 
industries in the Midway area. The Central Corridor has also historically hosted some of the region’s 
most vibrant commercial and manufacturing districts: prior to the 1950s the Midway area from 
Westgate to Hamline Street, and today the emerging World Cultural Heritage District on the east end 
that encompasses the large variety of Southeast Asian and African American businesses. 
 
Transportation has shaped several of the neighborhoods within the Central Corridor (CC)—in both 
constructive and destructive ways—since the late nineteenth century. The creation of Interstate 94 
through the Central Corridor in the 1950s wreaked substantial damage on many neighborhoods, most 
significantly Rondo, a longtime thriving African American community in Saint Paul. Several acres of 
housing and businesses in Rondo were condemned as blighted and were demolished for the interstate 
as well as for a redevelopment project authorized by the Federal Housing Act of 1949. Hundreds of 
families were displaced, businesses were lost, and many owners lost significant equity in their 
properties. Despite federal requirements to mitigate displacement with some replacement units, none 
were constructed, and the protests of the community were largely ignored.  
 
In the last few decades, immigrants and other newcomers have played a primary role in shaping the 
character of the Central Corridor. In the late 1970s, Hmong people began settling in the neighborhoods 
near University Avenue. Since the end of the U.S.–Vietnam War, thousands of Hmong, Lao, Vietnamese, 
and Cambodians have moved to the Central Corridor; starting in the late 1970s the U.S. granted them 
refugee status. In the 1990’s many Somali refugees also came to live in the Central Corridor following 
the Somali civil war. Recently affluent, white families have been resettling in the neighborhoods with 
older housing stock.   
 
Demographic and Neighborhood Characteristics 

The Central Corridor light-rail line traverses several neighborhoods, each with a distinct character and 
demographic profile—the corridor is a multifaceted place. Many of its sections are quite diverse racially 
and ethnically. Some have significantly young populations, and several are lower-income. This 
assessment focuses on the corridor as a whole and the neighborhoods it includes, as well as five smaller 
sections, called submarkets. The concept of submarkets and their boundaries originated with the 
Central Corridor Development Strategy (CCDS), which divided the corridor into five markets based on 
their real estate potential—and determined by their different land use characteristics and demographic 
profiles. Healthy Corridor for All uses this framework of analysis, as the HIA is focused on impacts 
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resulting from changes in land-use regulations. Figure 1.1 depicts the geography of the submarkets as 
laid out by the CCDS. 
 
FIGURE 1.1: CENTRAL CORRIDOR SUBMARKETS 

 
 
More than one-fifth of the Saint Paul population resides in Central Corridor neighborhoods—a total of 
62,356 people in 2010. This area includes about 28,000 housing units, nearly one-quarter of the total 
housing stock of the city. The corridor also contains 62 percent of the total jobs in Saint Paul, and the 
Minnesota state capitol is located along University Avenue.   
 
The Central Corridor is racially and ethnically diverse.  Persons of color represent an estimated 53 
percent of the Central Corridor population in 2010, compared to 44 percent in Saint Paul and 33 percent 
in Ramsey County. As the figure below depicts, communities of color are especially prominent in the 
neighborhoods in the east and central submarkets, as well as across the river from downtown.  
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FIGURE 1.2: RACIAL AND ETHNIC DIVERSITY IN THE CENTRAL CORRIDOR, 2010 

 
 
Poverty is prevalent and rising in corridor neighborhoods.  In the 2005–2009 timeframe, the estimated 
poverty rate in the corridor was 27 percent, up from 23 percent in 2000. Not only does this represent a 
significant number of people, but the Central Corridor also contains some of the poorest neighborhoods 
compared to the city and county (see Figure 1.3). Furthermore, five of Ramsey County’s nine extreme 
poverty neighborhoodsa are located in the corridor. The poverty rate is highest and increased most 
significantly during the last decade in the east and capitol submarkets, which contain significant 
concentrations of communities of color.  
 

  

                                                      
 
a
 “Extreme poverty neighborhoods” are defined as census tracts that have a poverty rate greater than 40 percent, as of the 

2005–2009 American Community Survey. 
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FIGURE 1.3:  MEDIAN HOUSEHOLD INCOME BY BLOCK GROUP bIN RAMSEY COUNTY, 2005–2009 

 
 
 
Racial disparities exist, even within the Central Corridor.  The Central Corridor is a heterogeneous 
place; not all residents are poorer, less educated, or more likely to be unemployed than Saint Paul or 
Ramsey County residents as a whole. These disparities tend to fall upon color lines. As Figure 1.4 
demonstrates, household income distribution varies widely by race and ethnicity. In the Central 
Corridor, at least 50 percent or more of black/African American, Hispanic/Latino, Asian or Pacific 
Islander households, or those headed by someone of two or more races had an annual income of less 
than $30,000, compared to just 31 percent of white households in the 2005–2009 period. As a 
reference, in 2010 the federal threshold for low-income households is $27,465 for a family of three.  
 

                                                      
 
b
 A block group is a geographic area designated by the US Census Bureau that is between the size of a Census block and a 

Census tract. Block groups typically have a population of between 600 and 3,000 persons.  
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FIGURE 1.4: HOUSEHOLD INCOME DISTRIBUTION BY RACE, 2005–2009 

 
Source: American Community Survey 2005–2009 5-Year Estimates 

 
 
Disparities by race also exist in educational attainment within the corridor. Where only 5 percent of the 
white population has less than a high school diploma, an estimated 56 percent of Asians and Pacific 
Islanders in the Central Corridor lack a high school diploma. See Figure 1.5 for a depiction of the 
differences in educational attainment by race.  
 

  

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

C
en

tr
al

 C
o

rr
id

o
r

Sa
in

t 
P

au
l

R
am

se
y 

C
o

u
n

ty

C
en

tr
al

 C
o

rr
id

o
r

Sa
in

t 
P

au
l

R
am

se
y 

C
o

u
n

ty

C
en

tr
al

 C
o

rr
id

o
r

Sa
in

t 
P

au
l

R
am

se
y 

C
o

u
n

ty

C
en

tr
al

 C
o

rr
id

o
r

Sa
in

t 
P

au
l

R
am

se
y 

C
o

u
n

ty

C
en

tr
al

 C
o

rr
id

o
r

Sa
in

t 
P

au
l

R
am

se
y 

C
o

u
n

ty

C
en

tr
al

 C
o

rr
id

o
r

Sa
in

t 
P

au
l

R
am

se
y 

C
o

u
n

ty

C
en

tr
al

 C
o

rr
id

o
r

Sa
in

t 
P

au
l

R
am

se
y 

C
o

u
n

ty

White, Non-
Hispanic

Black or African 
American

American 
Indian or Alaska 

Native

Asian or Pacific 
Islander

Hispanic/Latino Other Race Two or More 
Races

P
e

rc
e

n
t 

o
f 

To
ta

l H
o

u
se

h
o

ld
s

$100,000 or more $50,000 to $99,999 $30,000 - $49,999 Less than $30,000



  
Page 27 

 

   

FIGURE 1.5: EDUCATIONAL ATTAINMENT BY RACE, 2005–2009 

 
Source: American Community Survey, 2005–2009 5-Year Estimates 

 
Finally, racial disparities are clearly evident in unemployment rates within the Central Corridor. As Figure 
1.6 shows, white unemployment is several percentage points below that of other races and ethnicities. 
Asian and Pacific Islander unemployment, however, is relatively low (compared to other races), at 9.4 
percent, especially considering the lower level of educational attainment and lower incomes in the 
Central Corridor Asian community. 
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FIGURE 1.6: UNEMPLOYMENT BY RACE, 2005–2009 

 
Source: American Community Survey 2005–2009 5-Year Estimates 

 
Many corridor neighborhoods have been or are currently immigrant gateways into the Twin Cities.  In 
several Central Corridor neighborhoods, more than a quarter of the population is foreign-born. On the 
east side of the corridor and near the Capitol, immigrants comprise nearly half of the population; many 
of them have entered the country in the last decade. 
 
A majority of households in the Central Corridor are renters, in contrast to the city and region.  In the 
Central Corridor, an estimated 56 percent of housing units are renter-occupied, compared to 44 percent 
in Saint Paul and 36 percent in Ramsey County. Neighborhoods with high concentrations of renters are 
scattered across the corridor in every submarket. 
 
Schools in the Central Corridor are becoming increasingly segregated by income and race.  Based on 
research by Myron Orfield and others at the Center for Race and Poverty at the University of Minnesota, 
schools on the east side of the corridor are racially segregated and poor and have some of the lowest 
test scores.17 See Figure 1.7 provided by Orfield et al, for more details.  
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FIGURE 1.7:  RACIAL BREAKDOWN OF SCHOOLS IN THE CENTRAL CORRIDOR   

 
Source: Institute on Race and Poverty 

 
 
The Central Corridor contains several asset-rich neighborhoods.  While the Central Corridor faces a 
number of challenges related to poverty, high housing cost burdens, and unemployment, as the light rail 
is constructed and development follows many community assets are worth highlighting and preserving. 
Figure 1.8 identifies some of the assets along the corridor, which include parks and open space, 
community centers, schools, grocery stores, and places of worship among other places valuable to the 
community.  
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FIGURE 1.8: CENTRAL CORRIDOR COMMUNITY ASSETS 

 
 

A Snapshot of the Current Saint Paul Real Estate Market 

Because the HIA focuses on the impacts of land use regulations that enable real estate development, it 
is important to explore current and forecasted conditions for the Saint Paul real estate market, which 
help determine the timing and intensity of development. While rezoning is the regulatory tool that 
enables development to occur at desired density levels and uses, there must be a steady real estate 
market in order for projects to be financially feasible. Without a steady market, it is difficult for private 
developers to obtain construction financing.  
 
There are two primary studies that examined the Central Corridor market and are pertinent to this 
rezoning. A market analysis for the CC station area development potential was commissioned by the City 
of Saint Paul and conducted by Colliers, Turley, Martin, Tucker (now Cassidy Turley) in 2006. Additional 
modifications were made in 2008 to account for the new Victoria, Western, and Hamline station areas, 
as well as some corrections for the recent economic downturn. This market study looked at the 20-year 
future development potential of the Central Corridor. On the supply side, it analyzed current vacancies 
and trends in office, residential, industrial, and retail land, to see if any of those markets were 
oversaturated. On the demand side, the study emphasized the potential upward effect of current and 
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projected employment and demographic trends on new housing and commercial uses. The station area 
plans project the number and type of development projects that the market can support by 2030.  
 
More recently, the Center for Transit Oriented Development (CTOD) released a spring 2010 report that 
examined the financial feasibility of development in the CC and how that might influence public 
investment projects. The report identified a few key trends for future corridor development. First to 
occur would be the construction of rental apartment projects, as the real estate market strengthens. 
Because a gap still exists for all types of development between current rents and financially feasible 
ones, the report suggests that projects including affordable housing may come first, as a way to close 
the rent gap and satisfy demand for housing. Second, development is most likely to occur initially on the 
western edge of the corridor in Saint Paul, around the Westgate, Raymond, and Fairview stations. 
Finally, until current office vacancy rates drop and the market becomes unsaturated, office development 
is not anticipated to occur for quite some time.  
 
The CTOD also interviewed developers for the report to ascertain how they see the corridor developing 
over time, and CTOD reports a fairly speculative market. It found that “owners are reportedly optimistic 
about transit’s potential to increase property values and, as a result, are holding their land based on the 
expectation of higher sales prices in the future. While this is positive in the sense that it indicates a 
strong potential for future investment in the corridor, landowners may perceive the value of their land 
to be higher than what is currently justified given the real estate market, creating an inhospitable 
climate for new development.”18 This viewpoint validates the HIA finding that related property value has 
increased near station areas in the last few years, as discussed in further detail later in this report.   

 
Current Health Conditions in the Central Corridor 

 
This analysis is rooted in how land use regulations—specifically, rezoning—impact the social 
determinants of health. The Community Steering Committee’s priority of examining economy, housing, 
and transportation shows a broad understanding of these social determinants. While none of the 
indicators in the three priority elements directly measure an illness or ailment, collectively they allow us 
to paint a picture of housing, business stability, employment, and mobility conditions that determine 
resident and community health. 
  
To better understand how the rezoning might impact current health conditions in the Central Corridor, 
the Healthy Corridor project has compiled a set of public health indicators that other agencies have 
provided. Table 1.2 below illustrates this issue.  
 
TABLE 1.2: CENTRAL CORRIDOR HEALTH INDICATORS 

 
 Indicator Existing Conditions 

H
ea
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h

, I
lln
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s,

 a
n

d
 

D
is

ea
se

 

Infant Mortality Rates 7.1 deaths per 1,000 live births, compared to 6.4 in the Twin 
Cities, 4.8 in Minnesota19; highest rates in zip codes near 
downtown and Capitol submarkets. 

Asthma Rates About 17 asthma hospitalizations per 10,000 persons, compared 
to 11 in the Twin Cities, 9 in Minnesota; highest rates in zip codes 
near downtown and Capitol submarkets. 
Nearly 10% of adults in Ramsey County told they have asthma at 
some point.20 
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Babies Born with Low 
Birth Weight 

7.4%, compared to 7.1% in Ramsey County, 4.8 percent in the 
Twin Cities;21 highest rates in zip codes near downtown and 
Capitol submarkets. 

Lead and Copper in Tap 
Water 

Very little testing conducted so far; of all homes tested, all had 
lead, one exceeded EPA action level; copper detected in all homes 
tested.22 

Lead Poisoning in 
Children 

Highest results in east submarket, especially north of University 
Avenue. 

Obesity Rates Only county-level data available: 25% adults, Ramsey County,23 
state of Minnesota, 24.6%.  

Diabetes Rates Only county-level data available: 7.2% adults 20+ years, Ramsey 
County, 2008,24 state of Minnesota, 5.8%.25 

Cancer Rates Only county-level data available: leading cause of death, Ramsey 
County, 2009; rates particularly high, African American males, 
American Indian males and females.26 

Cardiovascular Disease 
Rates 

Only county-level data available: second leading cause of death, 
Ramsey County; African Americans have higher rates (including 
heart disease and stroke) compared to white population.27  

La
n

d
 U

se
 a

n
d

 E
n

vi
ro

n
m

e
n

t 

Acres of Parks 11.8 acres for every 1,000 residents, higher than National 
Recreation and Parks Association recommended 6–10 acres; less 
than Saint Paul, 18+ acres for every 1,000 residents.28 

Underused or Polluted 
Land 

Several potential Brownfield sitesc identified; many located in 
downtown and west submarkets.29 

Air Pollution Estimated levels highest near major highways and arterials with 
high average traffic volume; significant portion of CC in Saint Paul 
“highest estimated concentration” of air pollution due to 
proximity to I-94 and SR-280.30  

Easy Access to Healthy 
Foods 

About 64% of residents within walking distance of a grocery store; 
80% within walking distance of store with prepared meals; areas 
of CC in Saint Paul with less access to healthy foods include area 
south of I-94, western side of downtown, some neighborhoods on 
north side of central and west submarkets.31 Comparative data 
for city and county not found. 

Asbestos Abatementsd Not many concentrations of buildings in Saint Paul portion of CC 
have had asbestos abatement.32 

H
ea

lt
h

 
C

ar
e

 
A

cc
es

s Proximity to Health-Care 
Facilities 

Shortage of primary care health professionals and/or considered 
medically underserved33 in many neighborhoods in east, capitol, 
and downtown submarkets.  

                                                      
 
c
 A Brownfield is a property, the expansion, redevelopment, or reuse of which may be complicated by the presence or potential 

presence of a hazardous substance, pollutant, or contaminant (EPA, About Brownfields, 
http://www.epa.gov/brownfields/about.htm).  
d
 Asbestos abatement refers to the removal of asbestos in older buildings, where it was used for insulation and as a fire 

retardant. When inhaled into the lungs, asbestos can cause significant health problems. (US EPA, 2011) 
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Uninsured Population 14% in Saint Paul, compared to 13.1% in Ramsey County, 11.2% in 
Minnesota, 2004; persons of color more likely to be uninsured 
part or all of the year, especially Hispanic/Latino population.34 

 
Geographic health disparities exist in the Central Corridor.  The indicators clearly show that Central 
Corridor residents have higher health risks than residents in Ramsey County, the Twin Cities, or 
Minnesota statewide. Central Corridor residents are disproportionately burdened by infant mortality, 
low birth weight, and asthma. Persons of color, who are concentrated in the corridor, are more likely to 
suffer from cardiovascular disease and cancer, the two leading causes of death in the county. Therefore, 
as major development begins in the corridor, it is critical to be vigilant about issues that influence health 
in the area.  
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3.  Central Corridor Rezoning: Analyzing the Proposal  

What is the Function of Zoning?  

In order to clearly assess the impacts of rezoning and the subsequent changes in land use likely to occur 
as the corridor redevelops, the HIA team analyzed the rezoning proposal to identify key elements and 
their implications for the built environment in the Central Corridor. Before going into the specifics of the 
proposal, below is some basic information about zoning: what it is, what it does, and why it is important 
in shaping the way neighborhoods develop.  Zoning can: 
 

 Create standards for the allowable uses on a piece of land according to location. It is usually 
classified into categories based on allowable uses, such as retail, office, industrial, single-family 
residential, multifamily residential (apartments), industrial, or mixed-use. The latter allows for a 
combination of residential with retail/commercial or office uses, or both.  Mixed-use, in this context, 
can be both vertical—where different land uses are combined over one another in the same 
building—or horizontal—where different land uses are in separate buildings, but on the same parcel 
of land.  
 
Not all land uses in a city have the same value. Planners often refer to the “highest and best use” of 
land, meaning the use that can obtain the highest dollar value in the particular location—depending 
on factors such as proximity to highways or transit, proximity to a scenic vista, or proximity relative 
to noxious uses (such as a landfill, a refinery, and so forth). In an urbanized area, industrially zoned 
land is generally worth less per square foot than land zoned for commercial or residential uses.35 
Rezoning a property to allow for a higher value use, then, can increase the value of the property. 

 

 Create development standards for the physical structure of buildings. Such standards create 
requirements or criteria for how much can be developed on a parcel—density, height, floor to area 
ratios, for instance—as well as how the development will look—setbacks, location of doors, 
accessibility to buildings, among other elements. 

 
Density can be thought of in terms of the height of the building and the space it consumes on the 
property where it stands. This is often referred to as the floor area ratio (FAR), or the ratio between 
the total floor area of a building and the area of the land upon which it is built. A higher floor area 
usually implies a taller building or a building that takes up more land area, or both. When land is 
rezoned to allow for an increase in density, it increases the number of residential units allowed, or 
the floor area allowed for office or retail uses. Often, this translates into an increase in the height of 
the building. Properties with a higher allowable density can have a higher value per square foot of 
land area because their potential for higher density and value development is greater.  

 

 Create a set of procedures for the review and evaluation of development proposals, in order to help 
ensure development meets the needs of the city and the community. Examples include requiring 
discretionary review, developing a set of objectives the city aims to meet with zoning, balancing the 
mix of uses as they develop, and assessing nonconforming uses on a case-by-case basis.  

 
In the Central Corridor rezoning proposal, density is increased and many sites that are currently zoned 
for industrial, retail, office, and even residential uses, are being rezoned to allow for a mix of residential 
and retail or office uses on the same property.  
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Key Rezoning Elements for the Central Corridor 

The rezoning of the Central Corridor is the result of the Central Corridor/Traditional Neighborhood 
Zoning Study, conducted by the City of Saint Paul in 2010, in two phases. The first examined the existing 
traditional neighborhood (TN) zoning districts for their efficacy in promoting pedestrian and transit-
friendly mixed-use development, while not stifling development; the second phase involved identifying 
properties along the corridor to be rezoned to align more closely with the Central Corridor Development 
Strategy.  
 
Properties within the area to be rezoned (also called the “Area of Change” by the City of Saint Paul) are 
being consolidated into five zoning districts, as detailed below: 
 
T2 -Traditional Neighborhood District.  Designed for existing or potential pedestrian and transit nodes; 
will support compact, pedestrian-oriented commercial and residential development that can support 
transit usage. Special attention is given to areas of transition adjacent to residential neighborhoods. 
 
T3 -Traditional Neighborhood District.  Provides for higher-density pedestrian and transit-oriented 
mixed-use development; designed for development or redevelopment of land on large sites. Also 
intended for smaller sites in existing mixed-use neighborhoods. 
 
T4 -Traditional Neighborhood District.  Provides for high-density, transit-supportive, pedestrian friendly, 
mixed-use development.  
 
I1 -Light Industrial District.  Intended to accommodate wholesale, warehouse, and industrial operations 
whose external physical effects are restricted to the area of the district and in no manner affect 
surrounding districts in a detrimental way; also intended to permit the manufacturing, compounding, 
processing, packaging, assembly, or treatment of finished or semi-finished products from previously 
prepared material. 
 
IR -Industrial Restricted District.  Intended to provide sites for commercial, office, and light industrial 
uses that are compatible with any nearby parks, parkways, or residential uses. 
 
The City’s full documentations on the rezoning proposal can be found at: 

http://www.stpaul.gov/index.aspx?NID=3881. 
 

Proposed Central Corridor Land Use Changes  

After a review of the City’s rezoning proposal, the HIA project team identified the following general 
changes to land use along the Central Corridor: 
 
Office space will significantly increase.  Currently, there are just over two million square feet of office 
space within the rezoning area. Along University Avenue, the main thoroughfare, there are several 
offices within moderate one- to two-story stand-alone buildings. In the western end of the corridor, 
there are a few larger buildings of three to six stories that house several small businesses and 
nonprofits. While a significant majority of the corridor is already zoned for office and commercial uses, 
the increase in allowable density and heights for many properties will allow them to redevelop with 
buildings that are at least three stories and cover much more land area. Areas that will experience the 



  
Page 36 

 

   

greatest growth in office uses, according to the station area plans and the Central Corridor Development 
Strategy, will likely be near the Raymond, Westgate, and Rice stations. If the area is developed to its 
maximum allowable potential after the rezoning, the most significant increases in office space—more 
than doubling what now exists—will be in the Westgate, Raymond, Fairview, and Lexington station 
areas.  
 
The current market for office space in the corridor, however, tempers this development potential. 
Developers interviewed for the recent Central Corridor Investment Framework study pointed to a weak 
office market with high vacancies in the Twin Cities; recovery is not anticipated until the economy 
recovers.36 Signs of the recovery are already showing in the region37 though, and the increased 
development potential and connectivity of the corridor will facilitate growth there. 
 
Retail will increase fairly moderately.  Retail already comprises a fairly substantial portion of the total 
square feet in the Central Corridor; currently, there are more than six million square feet of retail space 
in the Areas of  Changee or rezoned areas--a significant portion of it is in the Midway section. The 
conversion of industrial land to mixed-use and the increase in allowable densities and heights will 
increase the amount of retail that could potentially be developed in the corridor. But most station areas 
will likely not see a substantial increase in retail, with the exception of the Snelling and Hamline station 
areas, where existing retail shopping centers are expected to expand in the next 20 years. Outside of 
those areas, retail will most likely be in the form of small-scale, bottom-floor businesses in mixed-use 
buildings.  
 
As many as 6,775 new residential units may develop along University Avenue and within the station 
areas within the next 20 years. If the corridor is developed to its maximum potential after the rezoning, 
this number could be as high as roughly 31,000 units—more than twice the current stock. Most 
residential development currently within the rezoning area is apartment buildings and some mixed-use 
buildings, many of which contain affordable units. Single-family homes do exist in this area, but are very 
limited in quantity. The Central Corridor Development Strategy and the station area plans call for a 
significant increase in residential development to support the new transit line and encourage more 
walkable neighborhoods. There is market demand for residential development in the corridor, especially 
near the western station areas. While there is currently an estimated gap between feasible rents and 
current rents along the corridor, developers have indicated that as the market improves and the CCLRT 
approaches completion, apartment projects will be the first to be constructed—many of which may 
contain affordable housing, as developers look toward subsidies to fill the rent gap.38 
 
A significant portion of industrial land near station areas is being rezoned to allow for higher-density, 
mixed-use development. Currently, most industrial land in the corridor is in the Midway industrial area, 
between Westgate and Snelling. Most of the conversion is around the land immediately adjacent to the 
Westgate, Raymond, and Fairview station areas. Near Westgate, some of the industrial land has already 
been converted to housing, retail, and office uses. In the Raymond area, industrial uses are interspersed 
with small offices and retail shops.  
 

                                                      
 
e “Areas of Change” is the terminology used by the City Planning and Economic Department Agency to define the geographic 

regions where the rezoning is taking place. The term was first identified in the Central Corridor Development Strategy to 
delineate where development would be focused to accommodate the higher density as a result of the new light rail line. 
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Currently, a majority of the land in the conversion area is zoned for industrial uses (about 251 acres). 
Under the rezoning proposal, the amount of industrially zoned land will decrease by more than half (to 
114 acres) and will be replaced by mixed-use traditional neighborhood zoning districts, which allow for 
residential, retail, and office commercial uses. Also, while the market study does not explicitly discuss 
the potential for new open space within the corridor, it should be noted that city policy requires land be 
set aside for parks and open space or that cash be paid to a fund for the development of open space.  
 
Below is a figure that depicts land use changes by station area near where rezoning is proposed. Both 
the market build-out scenario and maximum allowable build-out scenarios, as described earlier in the 
Technical Methods section, are included. 

 
FIGURE 3.1: POTENTIAL CHANGE IN LAND USE BY STATION AREA 

 
Source: City of Saint Paul, Central Corridor Station Area Plans, Ramsey County 

 
This figure shows that the majority of development will be concentrated in the station areas on the 
western end of the Central Corridor and that the maximum allowable build-out scenario permits 
significantly more development than the City estimates the market will withstand by 2030.  
 
This next figure, 3.2, documents the potential change in residential units by station area under both the 
market 2030 and maximum allowable build-out scenarios. Most residential development will likely be 
near the Westgate, Raymond, Fairview, and Snelling station areas, where there is greater potential for 
higher density development.  
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FIGURE 3.2: POTENTIAL CHANGE IN RESIDENTIAL UNITS BY STATION AREA 

 
Source: Census 2010, City of Saint Paul, Central Corridor Station Area Plans 

 
Finally, Figure 3.3 depicts the potential for population growth by station area, a result of the potential 
new development around the transit stations. Clearly, population growth will follow the areas with large 
increases in housing units—near the Westgate, Fairview, and Snelling station areas. It should be noted 
that, according to the maximum allowable build-out scenario, the population of the Central Corridor 
could grow by as many as 75,000 people—a number more than twice the current population of 
approximately 62,500 people.  
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FIGURE 3.3: POTENTIAL CHANGE IN POPULATION BY STATION AREA 

 
Source: Census 2010, PolicyLink analysis of City of Saint Paul, Central Corridor Station Area Plans 

 
The HIA team’s assessment of this rezoning plan is that it appears to be attempting to strike a balance 
between what the current market will support and a longer-term vision for development. It is important 
to recognize that when a building is developed on a piece of land, it is typically decades before the 
building will be torn down or significantly changed, yet markets fluctuate on a regular basis. 
 

Property Value Changes to Date 

Property values are increasing dramatically near a number of station areas.  Property values within a 
quarter mile and half mile of the station areas along the Central Corridor have increased even as the City 
is seeing a decline in property values. The properties within a quarter mile of the station areas have 
cumulatively risen by 8 percent between 2007 and 2010, while the City of Saint Paul as a whole has seen 
an 8 percent drop in property values during the same time period. In addition, property values between 
a quarter mile and a half mile of station areas also rose, but only by 1.5 percent. This is a strong 
indication that, overall, there is an increased demand for properties around the planned light-rail line 
stations in anticipation of increased development potential and increased desire to live and work near 
station areas.  
 
Despite these increases in property values near station areas in the aggregate, increases in property 
values vary significantly by station area. For example, station areas near the west, capitol, and 
downtown submarkets have seen dramatic increases in property values—up to 47 percent, while the 
majority of the remaining station areas have risen or decreased only slightly in comparison to the city as 
a whole. Interestingly, the property values around two station areas in the east submarket have 
decreased fairly dramatically. Coincidentally, this is the submarket with the highest proportion of low-
income and communities of color. It is unclear why the east market has not experienced property values 
that have increased or stayed the same, as other station areas have experienced. Figure 3.4 
demonstrates the property-value changes for each station area between 2007–10. 
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FIGURE 3.4:  PROPERTY VALUE CHANGES, 2007–10 BY STATION AREA  

 
Source: Ramsey County Assessors’ Office 

 
In addition to property value changes by station area, the project assessed the property value changes 
by land-use category, finding that, with the exception of single-family, detached homes, all other land 
uses within a quarter mile of station areas had risen, some dramatically. As one moves farther away 
from the station areas, the less distinct the increase in property values is. For example, industrial parcels 
within a quarter mile of a station area have increased by 55 percent in the last four years; industrial 
parcels within a half a mile of a station area have risen approximately 27 percent. See Figure 3.5 for 
details. 
 
FIGURE 3.5:  PROPERTY VALUE CHANGES, 2007–10 BY LAND USE 

Land-Use Category ¼ Mile Parcels  ½ Mile Parcels  Saint Paul  

Industrial  55.05%  26.5%  7.25%  

Commercial  12.12%  10.21%  9.12%  

Multifamily  2.83%  -2.32%  -7.84%  

Mixed Use  368.89%  332.26%  139.97%  

Single-Family Detached  -25.94%  -23.29%  -17.77%  

All Parcels  8.39%  1.65%  -7.46%  

Source: Ramsey County Assessors’ Office
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 4.  Healthy Corridor for All: Assessment Findings 

The potential changes to land use that may result from the rezoning, as described in the previous 
section, will impact community conditions and health outcomes. In assessing impact, the Community 
Steering Committee (CSC) focused on three priorities: healthy economy; affordable, healthy housing; 
and safe and sustainable transportation. For each priority, the CSC identified community objectives and 
related questions to guide the impact analysis—see Table 1.1 for details. Each objective was assessed 
through an existing conditions analysis and an impact analysis. 
 
This section details the results of the health impact assessment relative to each of the Community 
Steering Committee’s priorities:  
 

 Healthy economy  

 Affordable, healthy housing  

 Safe and sustainable transportation  
 
Under each element, the following considerations are discussed:  
 

 A broad overview highlighting the connection to health  

 An existing conditions analysis that includes research questions guiding the process and key 
findings under each objective 

 An impact analysis that projects the effects of the proposed rezoning on existing conditions 

 Recommendations and potential policies intended to maximize health and mitigate health and 
racial inequities  
 

Healthy Economy  

Overview 

The new transit line and potential redevelopment will impact the economy of the corridor 
neighborhoods in many ways, including the availability of employment opportunities for residents (both 
along the corridor itself and in areas accessible via the broader transportation network); the success or 
failure of local, small, and/or ethnic businesses; and the availability of a variety of goods and services. 
The construction aspect of the transit line itself, as well as the new development it engenders, will 
create job opportunities for residents and contracting opportunities for area businesses. Construction of 
the transit line will also create disruptions to existing businesses along the corridor, and may destabilize 
small businesses. In addition, the changes in parking, customer base, and redevelopment may impact 
small businesses after the construction is complete. 
 
The relationship between the state of the economy and health is well documented in the literature. 
Research has shown that income is one of the strongest and most constant predictors of health and 
disease, and that the strong relationship between income and health is not limited to a single illness or 
disease.39 A decrease in income levels or sudden unemployment can impact a person in several ways. If 
these events leave them unable to pay for basic needs such as food, shelter, or health care, their 
physical health and resistance to short-term, communicable, and/or chronic disease can be affected 
negatively. Regardless of a person’s ability to meet basic needs, a decrease in income or loss of 
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employment can negatively impact mental health as well. Figure 4.1 shows the connection between 
economic factors and physical and mental health. 
 
FIGURE 4.1 EMPLOYMENT EFFECTS ON HEALTH 

 
 
The Healthy Development Measurement Tool (HDMT), created by the San Francisco Department of 
Public Health40, is an evaluation metric used to consider health in urban plans and projects. Many 
research articles have utilized the HDMT to provide evidence that economic conditions are related to 
health. The list below, Economy and Health-Based Rationale, presents a sample of such findings showing 
the relationship between economics and health.  
 
Economy and Health-Based Rationale41 

 Income is one of the strongest and most consistent predictors of health and disease in public 
health research literature. The strong relationship between income and health is not limited to a 
single illness or disease. 42  

 The adoption of a living wage is associated with decreases in premature death from all causes 
for working adults. Among the offspring of low-wage workers, a living wage was associated with 
improved educational outcomes and a reduced risk of early childbirth.43 

 Local balance between jobs and housing reduces vehicle travel and associated environmental 
and health costs.44 

 Attainment of self-sufficiency income predicts better health, improved nutrition, and lower 
mortality.45 

 In the epidemiological literature, neighborhood deprivation is commonly measured by analyzing 
neighborhood unemployment, income, education, and social class. Numerous large-scale 
studies have found that neighborhood deprivation is associated with increased risk of physical 
inactivity, unhealthy diet, smoking, and obesity. Additionally, increased neighborhood 
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deprivation significantly predicts poor self-reported health, cardiovascular disease, and death. 
The fact that these relationships are still significant regardless of individual attributes suggests 
that the neighborhood context influences both individual health behaviors and health 
outcomes.46 

 In a large-scale study involving over 600,000 residents in Sweden, the neighborhood 
unemployment rate predicted coronary heart disease risk for the neighborhood’s residents, 
even after controlling for individual demographic and socioeconomic measures.47 

 Metro areas with relatively high income inequality have lower average life expectancy and 
higher rates of violence.48 

 Persons with lower incomes have higher risks than those with higher incomes for giving birth to 
low birth-weight babies, for suffering injuries or violence, for getting most cancers, and for 
getting chronic conditions.49 

 Individuals living in states with a high level of income inequality were at a 12 percent increased 
risk of mortality.50 

 Unemployment is associated with premature mortality,51 cardiovascular disease, hypertension, 
depression, and suicide.52 

 In Northern Ireland, those who were unemployed had twice the prevalence of high alcohol 
consumption, compared to those who were employed (28 percent and 14 percent, 
respectively), and more than one-third the prevalence of smoking (48 percent compared to 30 
percent).53 

 Unemployed men in France have 2.6 times more prevalent rates of depression, 1.5 times more 
prevalent rates of smoking, 1.7 times more prevalent rates of heavy drinking, and 3.6 times 
more consumption of psychoactive drugs than the working population.54 

 
The health of the Twin Cities’ regional economy is important to future development opportunities, 
made feasible by the rezoning, and is integral to the implementation of the Central Corridor 
Development Strategy (CCDS) and the subsequent station-area plans. Similar to the rest of the country, 
the Twin Cities area is in a recession and facing numerous job losses, high unemployment, and a 
struggling housing market with many foreclosures. However, a recent Brookings Institution report 
ranked the Minneapolis-Saint Paul region as sixth poised to recover best from the economic crisis, 
compared to other metropolitan areas in the United States, and ranked 44th region in the world to 
recover.55 Furthermore, job growth was documented in all quarters of 2010 in the Minneapolis-Saint 
Paul area, even in the manufacturing sector.56 
 
While our focus is specifically on jobs located in the Central Corridor, and the accessibility of new or 
changing industries to residents of the nearby neighborhoods, it should be noted that economic 
dynamics are typically regional. Individuals are often willing to commute to work outside of their city or 
county, and the commuting patterns in the Twin Cities reflect that willingness. The HIA project is 
assessing local impacts of rezoning, which is a localized land-use shift. The rezoning also presents a 
specific chance to increase job and income opportunities for those most in need; the Central Corridor is 
home to higher-than-citywide unemployment rates and lower-income households.  
 
Zoning can also lead to increased commercial rents and changing markets or new customer bases or loss 
of customers, reflecting the changing population of the community. Additionally, rezoning can cause the 
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displacement of more vulnerable businesses, such as small and/or minority-owned
f
 ones. For example, if 

properties are upzoned
g
 to allow for greater density, height, or higher-value uses, such as multifamily 

residential uses, property values will likely increase as described above in Section 3. Where development 
is financially feasible, property owners may redevelop a site in order to maximize the new potential 
value of their asset, which may displace current businesses or residences. Even if redevelopment is 
neither financially feasible nor desirable, property owners may raise rents to compensate for the 
increase in their property values and/or possible increases in property taxes, or because of the 
enhanced desirability of the location to businesses.  
 
Objective 1:  High Quality, Healthy Jobs that Increase Income, Wealth, and Equity for All Residents 

Existing Conditions Analysis Jobs and Opportunity 

 
 
Are there well-paid jobs available in the corridor?  Sixty-two percent (108,833) of all jobs in the City of 
Saint Paul are located in the CC. Not surprisingly, there is a very high concentration of jobs in the 

                                                      
 
f
 It should be noted that minority-owned businesses are often small businesses as well. We distinguish the two as they are not 
interchangeable though they share many similarities. 
g
 Upzoning can be defined as the rezoning of a property to allow for greater density, height, or higher value uses, such as multi-

family residential or office space.  

Summary of Findings: Existing Conditions 
 

 There is a fairly even split between well-paid jobs and those that do not pay well in the 
Central Corridor (CC).  

 Approximately 21 percent of all workers in Saint Paul, and 11 percent of all workers in 
Ramsey County live in the CC, yet only 6 percent of the jobs in the CC are filled by CC 
residents. This may be partly due to the fact that downtown Saint Paul is a regional 
employment hub.   

 The need for employment is high in the CC, with an estimated 9.9 percent unemployment 
rate in 2005–2009, compared to that for Saint Paul (8.5 percent) and Ramsey County (7.2 
percent). 

 People of color in the CC have high unemployment rates. The unemployment rate for 

African Americans in the Central Corridor was 18.1 percent, 24.0 percent for American 

Indians, 15.5 percent for Latinos, and 9.4 percent for Asian/Pacific Islanders, compared to 

just 6.3 percent for non-Hispanic whites in the 2005–2009 period. 

 Jobs in the CC held by CC residents are more likely to be the lowest-paying—those that 
pay less than $14,400 per year. 

 There is a jobs and educational attainment mismatch in the CC: approximately 7 percent 
of CC jobs are filled by those with less than a high school education, yet 13 percent of CC 
residents ages 25–64 and older have less than a high school education. In contrast, 74 
percent of jobs in the CC require some college or above, while 63 percent of CC residents 
have attained this level of education.  

 Manufacturing stands out as an industry in the CC that is high paying (fifth highest paying 
industry in the County), and employs a relatively high number of CC residents. 
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downtown area, where twice as many jobs are located in comparison to anywhere else along the 
corridor.  
 
Well-paid jobs do exist in the corridor, as do non–well-paid jobs. The HIA team loosely defines a well-
paid job as one that pays approximately $40,800—the highest income category listed in the data 
obtained from the Bureau of Labor Statistics.h While this salary is considerably lower than the median 
wage in Ramsey County—about $51,000 as of 2009—it is the best available data to measure wages by 
job categories at the geographic scale of the Central Corridor. Around 30 percent of jobs in the CC are in 
industries that average about $40,000 or less annually and are among the nine lowest-paying industries 
in the County.   
 
Table 4.1 displays the top 20 industries in the CC ranked by the number of jobs the industry represents 
in the CC, thus defining the most important employers in the corridor. The table then describes the 
average wage for jobs within the various industries. Red type indicates the industries that are the largest 
employers of CC residents.  
 
TABLE 4.1:  AVERAGE ANNUAL WAGES BY INDUSTRY RELATIVE TO PROPORTION OF CC JOBS AND WORKERS EMPLOYED   

IN THOSE INDUSTRIES  

 
 
 

                                                      
 
h
 The Bureau of Labor Statistics’ Local Employment and Household Dynamics data set contains data for workplaces and places 

of residence for all industries by age group and income category. The Bureau only collects data for three income categories: 
jobs with annual wages of less than $14,400, those with annual wages between $14,400 and $40,800, and jobs with average 
annual wages greater than $40,800. It should be noted that $14,400 is just below the Federal standard for 150 percent the 
poverty rate for an individual (FTA Technical Memorandum 2009). 
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Are those jobs accessible to and filled by corridor residents?  Approximately 21 percent of all workers 
in Saint Paul and 11 percent of all workers in Ramsey County live in the CC (total of 27,080), yet only 6 
percent of the jobs (6,005) in the CC are filled by CC residents, as of 2008. This is likely due to the fact 
that downtown Saint Paul is a regional employment hub. Those who live and work in the CC tend to hold 
a disproportionate number of the low-wage jobs available in the CC—those that pay less than $14,400 
per year. Furthermore, despite the significant number of jobs in the area compared to the City or 
County, the unemployment rate in the Central Corridor is estimated at 9.9 percent in the 2005–09 
period, higher than the Saint Paul (8.5 percent) and Ramsey County (7.2 percent) unemployment rates.  
 
While unemployment affects many in the Central Corridor, persons of color are disproportionately more 
unemployed. In the 2005–09 period, the unemployment rate for Central Corridor residents was an 
estimated 18.1 percent for African Americans, 24.0 percent for American Indians, 15.5 percent for 
Hispanic/Latinos, and 9.4 percent for Asian/Pacific Islanders, compared to just 6.3 percent for non-
Hispanic whites.  
With the exception of the manufacturing and health-care industries, the top industries employing CC 
residents are among the lowest-paying in the County.i  Manufacturing stands out as the highest-paying 
industry that employs a considerable number of CC residents, while retail trade, accommodations and 
food service, and administrative industries are lower paying. CC residents, similar to the distribution of 
CC jobs, are split into industries that are well paid and those that are not. Approximately 48 percent of 
CC residents work in the nine top-paying industries and 52 percent in the nine lowest-paying industries.  
 
A mismatch exists between educational attainment and jobs.  Figure 4.2 shows the industries that hire 
the greatest number of CC residents and the average educational attainment levels for that industry. 
Figure 4.3 demonstrates that the educational attainment level of CC residents ages 25 to 64 does not 
match the average educational attainment necessary for employment within the industries currently 
doing business in the CC. The CC has a high percentage (13 percent) of individuals with less than a high 
school education, and approximately 7 percent of jobs accept this educational level. In contrast, nearly 
74 percent of the jobs in the CC require some college or above, and 63 percent of CC residents ages 25 
to 64 have attained this level of education.    
 
TABLE 4.2:  TOP EMPLOYERS OF CENTRAL CORRIDOR (CC) RESIDENTS BY AVERAGE EDUCATIONAL ATTAINMENT 
 

Top Industries Employing Greatest Number 
of CC Residents 

Average Educational Attainment of Workers 
per Industry in Ramsey County  

Health Care and Social Assistance 22%  H.S.j or less 
78%  ≥ some collegek  

Educational Services 16%  H.S.  or less 
84%  ≥ some college 

Accommodations and Food Services 51%- H.S.  or less 
49%  ≥ some college 

                                                      
 
i
 Data was unavailable on average annual wages in the agriculture, forestry, fishing, and hunting industry, as well as the mining, 
quarrying, and oil and gas extraction industry for Ramsey County. As a result, these industries were left out when we calculated 
higher- and lower-paying average annual wages. 
j H.S. represents high school. 
k Some college or higher educational attainment level. 
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Retail Trade 39%  H.S. or less 
61%  ≥ some college 

Manufacturing 25%  H.S. or less 
75%  ≥ some college 

Administrative, Support, Waste Management 
and Remediation 

34%  H.S. or less 
66%  ≥ some college 

TOTAL 62% of CC all workers in the Central Corridor 

 
 
 
 
FIGURE 4.3:  JOBS AND EDUCATIONAL ATTAINMENT MISMATCH IN THE CENTRAL CORRIDOR  

 
Source: American Community Survey, 2005–2009 5-Year Estimates; Census EEO 2000 
 
 
Central Corridor residents, in general, fall slightly below Ramsey County educational attainment levels 
for those with a bachelor’s degree, graduate degree, or professional degree. However, the proportion of 
corridor residents with a bachelor’s degree has increased from 14 percent in 1990 to 22 percent in 
2005–09. The percent of CC residents 25 years and older with less than a high school diploma has 
decreased from 24 percent in 1990 to 16 percent in 2005–09. Yet, the corridor continues to have a 
larger proportion of persons with lower educational attainment levels than Saint Paul or Ramsey 
County. The proportion of persons 25 years and older with less than a high school diploma in 2005–09 
was 13 percent in the city and 10 percent in the county.l  

                                                      
 
l
 It should be noted that when comparing rates of educational attainment over time, we used data for the total population 25 
years and over instead of only those between 25 and 64 years of age because data was not consistently available in the 1990 
and 2000 Census data. Whereas where we made statements about the most recent data (2005-09), especially in the context of 
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Overall, CC residents currently fill very few jobs in the Central Corridor and many do not have the 
educational attainment needed to work in the majority of industries currently in the CC: Those with less 
than a high school education have limited work options. Many Central Corridor residents of color are 
particularly disadvantaged because they have lower educational attainment levels on average, 
compared to the non-Hispanic white population—see Section 2 for a chart of educational attainment by 
race. CC residents also hold lower educational attainment levels than the County average, and, 
therefore, are at a disadvantage when competing for jobs against other Ramsey County residents.  
 
An important caveat to this very localized analysis of jobs compared to workforce is that jobs and 
economic factors are typically regional. People are willing to travel to and from work upwards of an hour 
or even more. Yet, it is also to note that commute times—long car commutes, in particular—have 
negative health, air-quality, and congestion outcomes, and are, therefore, discouraged in healthy, 
smart-growth communities. Hence, the availability of public transportation diminished the need for a 
car to make a long commute, and opens up job accessibility in outside communities. This section 
provides a localized analysis in order to gauge whether the rezoning proposal will open up new 
opportunities for industries or limit industries that would best suit the employment needs of current 
residents. The rezoning presents an occasion to open up new jobs and promote industries that provide 
unemployment relief to those most in need of employment.   
 
Impact Analysis: What Jobs Will be Lost and Who Will Get the New Jobs? 

 
 
Nearly 55 percent of current industrial land will be lost in the corridor, potentially eliminating the 
opportunity for future manufacturing uses that can support higher paying jobs that require lower 
educational attainment.  As the amount of land available for office and retail uses increases in the 
Central Corridor, the area available for industrial uses will decrease substantially. This may result in 
industrial businesses on property rezoned for higher-density, mixed-use development facing pressure to 
relocate as property values rise because of increased development potential. In turn, a loss of jobs 
associated with industrial uses could occur, including higher-paying jobs in the manufacturing and 
wholesale-trade industries.  
 
A recently published report by the Brookings Institution stated that manufacturing can be a key sector 
for bolstering economic recovery and providing higher-paying jobs for individuals with less education.57 
There are several hundred manufacturing jobs and dozens of industrial businesses located on the land 

                                                                                                                                                                           
 
unemployment or an educational attainment mismatch, we used data for the working age population (25-64) to be as precise 
as possible. 

Summary of Findings: Impact Assessment 
 

 Several thousand jobs will likely be added to the CC over the next two decades, most of which 
will be near the station areas on the western end of the corridor. 

 There will be less opportunity for growth in the manufacturing sector. 

 The number of higher-paying jobs for lower-educated workers will likely decrease over time. 

 The majority of new jobs added will likely be higher-paying and require higher education. 
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to be rezoned.  While this is not a tremendously significant number of jobs in relation to the total 
number of jobs in the corridor, the proposed rezoning not only makes several industrial businesses 
vulnerable to market forces, it also precludes the growth of the manufacturing sector and innovative 
businesses drawn to that type of land.  
 
Jobs will increase in the Central Corridor.  As the regional economy recovers, the number of corridor 
retail institutions and businesses requiring office space will increase, raising the number of jobs available 
around the station areas. The types of jobs that are likely to increase as a result of these changes, 
especially those that fall within the office category, will depend upon factors such as which industries 
are growing in the Minneapolis-Saint Paul region, and which services are in greater demand locally.  
 
The mismatch between education levels and job opportunities will likely be exacerbated.  New jobs 
attracted to the Central Corridor will not provide sufficient job opportunities for low-educated workers 
in CC neighborhoods. Retail jobs, which typically require less education than office jobs, are only 
projected to comprise less than one-fifth of new jobs in the market and maximum allowable build-out 
scenarios.m  
 
Table 4.3 describes potential changes in each industry represented in the Central Corridor, based on the 
land-use changes anticipated as a result of the proposed rezoning and employment and jobs 
projections. Average wages and educational attainment are included to connect these changes to the 
quality of jobs (as defined here by level of pay) that may result and to whom these opportunities may be 
available (as defined by educational attainment). Industries are ranked by the total number of jobs in 
that sector current within the Central Corridor. The table also includes the percent of total corridor 
workers within the industry across the Metropolitan Statistical Area. 
 
TABLE 4.3:  POTENTIAL CHANGES IN CENTRAL CORRIDOR (CC) INDUSTRIES 
 

CC Industries by 
Total Number 

of Jobs 
 

Average 
Annual 
Wages 

in 
County 
(in $) 

Average Ed. 
Attainment 

Percent 
of CC 

Workers 
in Sector 

Land 
Use 

Cate-
gory 

 

Potential Changes Based on 
Rezoning Proposal 

Health Care and 
Social 
Assistance 

44,372 78% with 
some college 
or higher ed. 

16% Office Likely to significantly increase. 
Industry projected as second 
fastest-growing in country58; in Twin 
Cities, sector grew even during 
recession. Many new jobs in sector 
anticipated to be in home health 
care, which requires less education 
but is typically lower-paid.59 

 Public 
Administration 

62,549 
 

83% with 
some college 

4% Office Likely to stay the same. Jobs in 
sector not likely to grow in Saint 

                                                      
 
m As a reminder, the market scenario estimates the development in the Central Corridor based on market projections, while 

the maximum build-out scenario uses the maximum allowable development under the rezoning plans. See Section 2 under 
Technical Methods for more details on how each scenario was calculated. 
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or higher ed. Paul. Current local government 
budget constraints prevent hiring of 
new workers, despite demand. 

 Administration 
and Support and 
Waste 
Management 

27,919 34% with 
high school 
diploma or 

less 

8% Office 
 

Likely to increase. As number of 
offices and new residential units in 
CC increases, demand for 
occupations in industry—janitors, 
office clerks, security guards, 
landscaping workers—will also 
increase. These jobs require less 
education/lower skill level; tend to 
be lower paid.60  

 Finance and 
Insurance 

70,596 82% with 
some college 
or higher ed. 

6% Office Likely to increase. Industry is 
growing, though slower than other 
sectors.61 May not increase 
significantly in short term; as 
economy recovers and office space 
increases in CC, number of jobs will 
likely rise. Increase in households 
will likely stimulate demand for new 
retail banking institutions.  

Professional, 
Scientific, and 
Technical 
Services 

70,893 88% with 
some college 
or higher ed. 

6% Office Likely to significantly increase. Fast-
growing industry, not just in 
country, but in Minnesota.62 

Accommodation 
and Food 
Services 

15,516 51% with 
high school 
diploma or 

less 

10% Retail Likely to increase. Sector is growing 
in country; increase in new 
households in CC and increase in 
land zoned for retail, hotels will 
increase demand for service 
workers in industry. 

Manufacturing 68,826 25% with 
high school 
diploma or 

less 

8% Indust
rial 

Likely to decrease significantly. Loss 
of industrially zoned land will put 
short- and long-term pressure on 
existing firms to relocate outside 
CC. Many jobs in industry lost in 
Minnesota due to recession. Some 
gains predicted in next few years; 
not expected to return to pre–2007 
levels.63  

 Other Services 31,976 40% with 
high school 
diploma or 

less 

4% Retail 
and 
Indust
rial 

Unclear. Number of jobs in sector 
growing across country and Twin 
Cities.64 Increase in jobs is related to 
occupations typically retail-related. 
Sector includes automotive- and 
machine-repair services, jobs 
typically in industrial areas, which 
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may decrease in the CC as 
industrially zoned land is lost and 
new regulations placed on auto-
oriented uses. 

Educational 
Services 

40,787 84% with 
some college 
or higher ed. 

11% Institu
tional 
or 
Office 

Likely to increase. Rapidly growing 
in country and Minneapolis-Saint 
Paul metro area.65 Projected 
increase in households in CC will 
create a need for expanded capacity 
at existing schools and potential 
demand for new schools. 

Retail Trade 25,578 39% with 
high school 
diploma or 

less 

9% Retail Likely to increase. Projected 
increase in households in CC, 
addition of land zoned for retail, 
and increase in transportation 
access by light rail combine to 
increase demand for retail 
institutions in CC, serving 
neighborhoods and region. Retail 
jobs declined during recession, but 
MSP-metro area poised to have 
strong recovery, strengthening 
demand for retail goods. 

Construction 63,161 43% with 
high school 
diploma or 

less 

2% Indust
rialn  

Likely to increase temporarily. New 
development will increase in the CC; 
number of jobs will likely increase, 
though sustainability uncertain in 
long-term. Met Council has 
projected CC will produce about 
2,500 construction jobs in next four 
years.66 Construction jobs, as part of 
larger trend, have been declining 
since recession.67 

Management of 
Companies and 
Enterprises 

103,248 81% with 
some college 
or higher ed. 

4% Office Unknown 

Information 64,159 80% with 
some college 
or higher ed. 

3% Office Increase uncertain. More office 
space would accommodate demand 
for information workers, though no 
significant increase in jobs in metro 
area in last decade.68 

                                                      
 
n

While construction jobs are often classified as industrial, construction workers often do not have an official “workplace.” 

Because new development will significantly be increasing in the corridor, the number of construction jobs will likely increase 
substantially as well, although their sustainability is uncertain in the long-term. 
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Wholesale 
Trade 

66,880 27% with 
high school 
diploma or 

less 

3% Indust
rial 

Likely to decrease. Wholesale 
industry not declining across 
country nor in Twin Cities.69 Loss of 
industrially zoned land, combined 
with rising land prices likely to 
encourage demolition or conversion 
to residential or office uses of 
existing warehouses. 

Arts, 
Entertainment, 
and Recreation 

31,812 28% with 
high school 
diploma or 

less 

2% Retail 
and 
Office 

Likely to increase. Includes 
occupations such as public relations 
agents or graphic designers; will 
likely grow as office space builds out 
in CC. 

Real Estate and 
Rental and 
Leasing 

39,771 31% with 
high school 
diploma or 

less 

2% Office Likely to stay the same or slightly 
increase. Growing real estate 
market—especially residential in 
CC—will increase demand for real 
estate services. As new residential 
buildings constructed, maintenance 
workers and rental clerks will 
probably be needed. Job growth is 
slow in sector70; not many new jobs 
will likely appear in CC.  

Transportation 
and 
Warehousing 

39,944 34% with 
high school 
diploma or 

less 

3% Indust
rial 

Likely to decrease. Loss of 
industrially zoned land and 
increasing price of land in CC likely 
to cause existing firms in long run to 
relocate to areas with lower land 
premiums and fewer nearby 
residences. 

 
Summary of Rezoning Impacts 

With the increase in allowable density (in the form of increases in Floor Area Ratio) for new 
development in the corridor, the number of jobs is likely to significantly increase as the market improves 
and as new offices and mixed-use buildings are constructed. The quality of these jobs, and the degree to 
which they will be available to Central Corridor residents, is less certain. Industries that will likely fill the 
office space projected to increase in the corridor include health care and social assistance; finance and 
insurance services; professional, scientific, and technical services; and administration and support and 
waste management. Wages and educational attainment requirements for these jobs vary. It is likely that 
job growth for lower-educated workers in these industries will be in occupations that include janitors, 
home health-care workers, and administrative workers—all of which have low average wages.  
 
As the amount of retail and hotel space increases in the corridor, the number of jobs in the retail trade 
and accommodation and food services industry will likely increase. These jobs have less educational 
attainment requirements as well as low wages. The increases in office space will likely result in a fairly 
large increase in higher-paid jobs, which require higher educational attainment.  
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The loss of industrially zoned land could also have some negative impacts on employment in the 
corridor. While current industrial uses that become non-conforming will not have to relocate, they may 
face pressure to do so anyway in the event that property values rise due to the rezoning and there is 
substantial profit to be made in redeveloping these sites. As a result, manufacturing, as well as other 
jobs that are often located on industrial land, will likely be lost.  
 
Rezoning Impacts on Health 

Increased job opportunities for both higher- and lower-educated workers could reduce the 
unemployment rate in the Central Corridor if jobs are filled by current residents. To the extent that 
these new jobs increase real income for households in the corridor, the result could be positive mental-
health outcomes, as well as a reduction in the severe  racial disparities related to health—particularly for 
African Americans and American Indians, who have very high unemployment rates along with chronic-
disease rates, such as for cancer and heart disease. Increasing employment opportunities, especially for 
workers with less education, will also benefit other people of color—who also have higher relative 
unemployment rates and are more likely to be low-income—but may not appear to have as many health 
disparities due to the aggregated nature of the health data.  
 
Despite the prospect of new job opportunities for individuals of all skill and educational levels in the 
Central Corridor, it appears that few jobs will provide substantial wages to lift corridor families out of 
poverty. If this is the case, many health disparities that exist in Ramsey County and the Central Corridor 
may persist despite apparent economic progress in corridor neighborhoods. Part of the health-
disparities issue is beyond the scope of zoning. There are some actions, however, that the City can take 
to mitigate the effects of health disparities by supporting increased opportunity for low-income people 
and people of color. Some of these efforts could be included in the rezoning plan; others could be 
programs that are separate from the plan.  
 
TABLE 4.4:  OBJECTIVE #1 RECOMMENDATIONS AND POLICIES FOR CONSIDERATION 
 

Broad Potential 
Negative Impacts 

Recommendations Potential Policies to Consider 

Less opportunity 
for growth in 
manufacturing 
jobs 

 Protect existing 
manufacturing jobs  

 Ensure that future 
opportunities for 
manufacturing and 
light-industrial uses 
are identified and 
planned for within 
the CC 

Zoning 

 Establish industrial districts that include regulations 
and incentives to protect industrial-use land viable to 
promote the creation of manufacturing jobs 

 Identify opportunity sites for future industrial 
development and/or innovation centers or economic 
investment zones; establish criteria before approving 
nonindustrial redevelopment on those sites 
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Number of high 
paying jobs for 
low-educated 
workers will likely 
decrease 
 
Unemployment 
and/or 
underemployment 
may persist 
despite addition of 
new jobs 

 Provide job-training 
programs in growing 
industries 

 Provide job 
opportunities for 
current residents in 
the construction 
phase of the light-rail 
transit (LRT), as well 
as when new 
development occurs 
along the CC 

Zoning 

 Establish clear procedures in zoning ordinance for 
community involvement to negotiate, approve, and 
enforce community benefit agreements for projects 
that involve direct or indirect public subsidy 

 Specify minimum office and retail FAR requirements in 
mixed-use areas to ensure an adequate amount of 
space to meet needs of new businesses 

 Require ground-floor retail space for new, mixed-use 
projects 

 Include objectives and purpose statements in the 
rezoning that demonstrate the connections to the 
goals and objectives related to the promotion of 
economic opportunity in the CCDS 

 
Other 

 Work with the Disadvantaged Business Enterprise 
program to help local residents train for and capture 
living-wage employment opportunities associated with 
LRT71 and subsequent redevelopment opportunities 

 Enforce current policies to ensure and exceed training 
and hiring goals associated with federally funded 
projects, including the Corporate Subsidy 
Accountability Law and HUD Section 3 requirements 

 Assist minority contractors to prepare proposals and 
capture contract opportunities for LRT and subsequent 
redevelopments  

 Encourage 50% local hiring when possible 

 Establish a first-source referral system with training 
and hiring opportunities targeted for persons of color 
and low-income persons 

 Reduce size of bid contracts to ease access of small 
minority companies into contractual opportunities 

 Seek job and small-business measures in disposition of 
publicly owned land and in public works projects 

 Utilize local and minority hires, and pay living wage for 
streetscaping, landscaping, and clearing of snow along 
the CC 

 Establish legislation at the state level that will legalize 
development agreements between developers and the 
city 

 
 
There are policies and programs currently being implemented that help achieve the objective of 
increasing high-quality, healthy jobs that increase income, wealth, and equity for all residents. For 
example, the Saint Paul Living Wage Ordinance was passed in 2007. The intent of the ordinance is to 
provide security for all workers to receive a wage that provides for living expenses in the city. This 
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ordinance calculates living wage to be $12.91/hour for a family of four when an employer is not offering 
health insurance, and $10.91 when the employer is offering insurance.  At $12.91/hour the annual gross 
income for a family of four, in 2010 dollars (accounting for inflation), would be approximately $26,300.72 
These numbers are low for the region. Therefore we used an alternative measure to define a well-paid 
job, described under Objective #1, Existing Conditions Analysis.   
 
Objective 2: Diverse, Local Businesses—Existing and New –Are Developed  
and Supported 

Existing Conditions Analysis: Small Businesses along University Avenue 

 
 
Small businesses, which make up a significant proportion of total businesses, are vulnerable.  Small 
and minority-owned businesses are typically more disadvantaged than their white-owned and larger 
counterparts. For example, small and minority-owned businesses tend to have lower average sales 
volumes and a smaller market base, and are thus more vulnerable to changes in business volume and 
sales. Minority-owned businesses are less likely to be connected to business networks, so they receive 
less information about successful practices than majority businesses. They also have smaller amounts of 
risk capital, have less fall-back savings, and are less likely to receive large-scale contracts.73 All of these 
factors make small and minority-owned businesses vulnerable to disruption in their sales volumes and 
bottom line. 
 
There are 1,068 businesses, nonprofit organizations, and governmental organizations along University 
Avenue and one block north and south of the avenue within Saint Paul. Together, they employ 14,898 
people. Data was not available for the capitol and downtown areas, where the Central Corridor turns 
from University to follow Cedar Street.  
  
The five industries with the greatest number of total businesses (not square footage) include:  

1. Health care and social assistance  
2. Other services  
3. Professional, scientific, and technical services  
4. Retail trade  
5. Accommodation and food services  

 
Eighty-three percent of all businesses along the Corridor are small businesses, which are defined by the 
Small Business Administration as those having “revenues up to two million dollars.” These businesses 

Summary of Findings: Existing Conditions 
 

 Eighty-three percent of all businesses along the Central Corridor (CC) are small businesses. 
These account for over a third (38 percent) of all employees in University Avenue 
businesses, with a total of 4,406 employees.  

 Twelve percent of all businesses along the CC are minority-owned.  

 U-Plan has found that 87 percent of on-street parking spaces will be lost along University 
Avenue because of light-rail construction and implementation, from 1,215 current spaces to 
212 from the intersection of Emerald and University to Marion and University. A majority of 
these parking spaces will be lost in the central and west submarkets and may have 
implications on small businesses.  
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account for over a third (38 percent) of all employees in University Avenue businesses, with a total of 
4,406 employees. Twelve percent (102) of all the businesses are minority owned.  
 
Loss of on-street parking will result from rezoning.  U-Plan has noted that 87 percent of on-street 
parking spaces will be permanently lost along University Avenue due to light-rail construction and 
implementation, from 1,215 current spaces to 212, starting at the intersection of Emerald and University 
to Marion and University. A majority of these parking spaces will be lost in the central and west 
submarkets of the corridor. Although the east submarket will retain a relatively high amount of street 
parking, businesses on these blocks may be affected most, because of the small amount of off-street 
parking available for parking sharing agreements. Furthermore, there are some portions within the East 
submarket—a minimum of one block east and west of the Lexington, Victoria, Dale, and Western 
intersections—that will lose all on-street parking. While all businesses located near station areas in the 
Central Corridor are posed to possibly benefit from the increased foot traffic resulting from greater 
accessibility, they face significant risks in the near-term before light-rail transit (LRT) starts operating. 
 
Impact Analysis: Displacement Risk for Small and Minority-Owned Businesses 

 
 
More than one-third of small businesses and nearly one-quarter of minority-owned businesses are on 
parcels with either medium or high potential for redevelopment.  As a reminder, parcels with medium 
potential for redevelopment are those with a floor area ratio (FAR) differential of two or greater and a 
location adjacent to at least one vacant parcel. Those with high potential for redevelopment have been 
identified in the Central Corridor Development Strategy (CCDS) as major opportunities for investment. If 
these parcels develop, it is likely that businesses currently located on the sites will have to relocate 
temporarily during building redevelopment. Permanent relocation may occur if new uses are proposed 
or rents increase significantly. A smaller proportion of minority-owned businesses are affected by the 
rezoning, compared to small businesses, because several of them are located on the eastern blocks of 
University Avenue, where less intense development is anticipated. Table 4.5 illustrates the number and 
percent of businesses on parcels with high, medium or low potential for redevelopment as a result of 
the rezoning.  
 
 

Summary of Findings: Impact Assessment  
 

 More than one-third of small businesses and nearly one-quarter of minority-owned 
businesses are on parcels with high or medium potential for redevelopment. 

 Property values in many station areas have already increased dramatically –see Objective #3 
for more details –potentially placing many small and minority-owned businesses at risk for 
displacement as redevelopment occurs in the corridor and rents rise due to increased 
property values. 

 Small and minority-owned businesses that rely on on-street parking for customers may lose 
some business due to permanently lost parking, especially near station areas within the east 
submarket 

 Increased residential and office density will expose significantly more individuals to businesses 
along University, potentially increasing the customer base of small and minority-owned 
businesses 
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TABLE 4.5:  BUSINESSES LOCATED ON PARCELS WITH POTENTIAL FOR HIGH OR MEDIUM REDEVELOPMENT 
  

Redevelopment 
Potential High Medium Low Total 

 Number Percent Number Percent Number Percent  

Total Businesses 129 15% 181 21% 570 65% 880 

Small Businesses 113 15% 155 21% 464 63% 732 

Minority-Owned 
Businesses 16 13% 18 14% 94 73% 128 

Total Employees 2,231 19% 1,946 17% 7,441 64% 11,618 
Source: U-PLAN University Avenue Business Survey, December 2010 

 
Figure 4.3 shows the location of small and minority-owned businesses relative to sites with high and 
medium potential for redevelopment. There are a number of parcels proposed for rezoning, which could 
place these types of businesses at risk for displacement.  
 
FIGURE 4.3: SMALL AND MINORITY-OWNED BUSINESSES IN THE AREA OF CHANGE  

 
 
Small and minority-owned businesses across the corridor may face higher rents as property values 
increase near transit.  Even if redevelopment is not imminent for many businesses, the potential for 
commercial rents to rise is likely. Property owners will likely adjust rents to match rising property values 
brought on by the transit premium (15 percent premium in the CC, as estimated by CTOD) and the 
increased development potential of the property. Between 2007 and 2010, property values for parcels 
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located within a quarter-mile of station areas rose 8.39 percent, compared to a rise of 1.45 percent for 
parcels within a half-mile of station areas, and a decrease of 7.46 percent in Saint Paul. See Figure 3.4 
for more details. While property value increases can potentially have negative effects on the stability of 
small and minority-owned businesses, such increases can also present an opportunity for businesses to 
grow and thrive if policies and programs are put in place to mitigate displacement. Bigger customer 
bases owing to the addition of new residents, transit access, potentially increased foot traffic, and 
infrastructure improvements are some of the positive results.  
 
The loss of on-street parking may have negative impacts on small businesses but those impacts may 
be mitigated by transit access. The proposed rezoning does not prevent the loss of on-street parking. 
The expected larger population and lower parking requirements may worsen its availability. At the same 
time, the increased foot traffic, access through the LRT, and number of residents in close proximity to 
the CC, or within it, become an additional customer base for businesses. 
 
Summary of Rezoning Impacts 

Three scenarios have been identified that may negatively impact small and minority-owned businesses 
in the corridor: redevelopment, rising commercial rents due to property value increases, and loss of 
parking. While the latter may lower the number of customers, the increase in foot traffic from the 
transit line may counterbalance this loss. One-third of small businesses and one-quarter of minority-
owned businesses are located on parcels that have high or medium potential for redevelopment. The 
timeline of this development is uncertain and depends on the current economic climate, the ability to 
secure financing, and the relative ease of assembling land, among other factors. Small and minority-
owned businesses across the corridor will be affected if property values rise as rents have risen. 
Businesses that do not own their building(s) or are in short-term leases are particularly vulnerable. Even 
for small and minority-owned businesses that are building owners, rising property values can be 
problematic if tax burdens become unaffordable. Due to increased transit access and a larger local 
population, positive results may also occur because of a larger population having access to existing 
businesses.  
 
Rezoning Impacts on Health 

If increased rents, redevelopment, and/or loss of parking cause small and minority-owned businesses to 
fail, the losses of wealth and income that result may negatively impact mental health and exacerbate 
existing chronic-disease health disparities. Furthermore, the displacement of minority-owned 
businesses, especially those that are central to the Hmong, Vietnamese, other Asian and African 
American communities present in the corridor, may decrease social cohesion within these 
neighborhoods, causing negative physical and mental health outcomes to occur. See overview to 
Healthy Economy at the beginning of this section for more details. 
 
The incoming light rail and subsequent benefits owing to rezoning can have positive impacts on health 
as well. A larger customer base for existing small and minority-owned businesses can increase income 
and potential job opportunities at these businesses. Table 4.6 presents several policies that have the 
potential to help them capture the many positive benefits that will result from the rezoning.  
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TABLE 4.6: OBJECTIVE #2 RECOMMENDATIONS AND POLICIES FOR CONSIDERATION 
 

Broad Potential 
Negative Impacts 

Recommendations Potential Policies to Consider 

Many small and 
minority-owned 
businesses may be at 
risk for displacement 
as redevelopment 
occurs 

 Ensure that protections 
exist to minimize 
displacement of small 
and minority-owned 
businesses, and support 
their ability to thrive as 
redevelopment occurs 

 Ensure that existing 
neighborhood-serving 
uses are protected 
(such as ethnic grocery 
stores, etc.) and new 
opportunities are 
promoted 

Zoning  

 Establish special discretionary review 
procedures for construction applicants 
proposing to combine small lease spaces  

 In the Central Corridor Development Strategy 
(CCDS), include objective and purpose 
statements in rezoning that demonstrate 
connections to goals and objectives related to 
prevention of small- business displacement  
 

Other 

 Require large developments to provide 
incubator retail space for lease to existing 
businesses displaced by redevelopment 

 Establish community oversight process to 
select commercial tenants in large projects 

 Create World Cultural Heritage District that 
would be used in marketing campaigns to 
draw customers. Businesses in district would 
be protected from sharp rent increases and 
would receive aid toward owning their 
buildings. 

 Require below-market leases for qualifying 
small businesses in large redevelopment 
projects 

Potential loss of 
customer base for 
small and minority-
owned businesses 
that depend on car 
traffic, particularly in 
the east submarket 

Provide support for small 
and minority-owned 
businesses negatively 
impacted by the loss of 
parking along University 
Avenue 

Zoning 

 Establish zoning regulations to allow creation 
of temporary parking on vacant parcels 

Other 

 Facilitate  land assembly and logistics to 
support shared parking opportunities 
between businesses and land owners  

 Provide adequate mitigation funds for small 
businesses affected by loss of parking 

 Create citywide marketing campaign to shop 
the CC 

 
 
Many institutions and organizations are aware of the potential effects of the construction and operation 
of the light-rail line on existing small and minority-owned businesses. There are current policies and 
programs that could protect such businesses from the negative impacts of the light rail line.  
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 The Central Corridor Development Strategy (CCDS) offers principles, objectives, and strategies to 
ensure that existing residents benefit from revitalization and are not displaced. The publication, City 
of Saint Paul: Overview of Central Corridor Affordable Housing Policies and Current Implementation 
Activities, January 2011, says that care must be taken to “help stabilize and support the retention 
and enhancement of area households under threat of revitalization displacement… *and+ leverage 
light rail investment and related development to…foster wealth-building opportunities for existing 
residents.” There is a need to ensure specific plans for the implementation of these stated 
objectives. 

 The Asian Economic Development Association (AEDA) and other community-based organizations are 
providing information to local small and minority-owned businesses to prepare them for the 
consequences associated with LRT construction and redevelopment.  

 The Central Corridor Business Resources Collaborative provides construction communications, 
technical assistance, and financial support for existing businesses, as well as orchestrates the “Buy 
Local” campaign. The collaborative also works on long-term economic development and has 
launched www.readyforrail.net to assist businesses in attaining support. 

 The Metropolitan Council Disadvantaged Business Enterprise Program (Met Council) has established 
a 15 percent overall hiring goal for Central Corridor contracts. 

 The City of Saint Paul and the Met Council are collaborating to address the loss of on-street parking 
on University Avenue. They have conducted parking workshops with business and property owners, 
established the Neighborhood Commercial Parking Program, and have issued a plan, Mitigating the 
Loss of Parking in the Central Corridor. 

 For projects receiving city financing, the City of Saint Paul implements a number of requirements to 
support equity, such as  affirmative action, targeted vendors, Section 3, Federal Davis Bacon, 
“Little,” Davis Bacon, living wage. 

 
Healthy, Affordable Housing 

Overview 

Research and precedent have shown that new, fixed-rail transit investments tend to lead to greater 
housing demand and increased land values around revitalized transit stations because individuals will 
often pay more to live near transit. This increased demand drives the private sector to provide new 
development consisting of new housing product types such as smaller units, multiunit housing, and loft 
apartments, which often bring in new residents.  
 
How these changes impact the existing neighborhood depends, to a large extent, on the strength of the 
original housing market. A neighborhood with a weak housing market, characterized by many blighted 
homes, vacant properties (including foreclosed properties), and a lack of reinvestment by existing 
homeowners/landlords, can accommodate new demand for housing by filling in vacant spaces and 
units. In this case, new development can lead to neighborhood revitalization and provide amenities 
without displacing existing residents or significantly increasing prices for them. By contrast, in a 
neighborhood with a stronger housing market and few vacancies, existing houses are renovated and 
resold at higher values; apartments are converted to condominiums, renovated, and sold; and older, 
more affordable buildings are demolished to make way for newer ones. In this last scenario, without 
proactive strategies and policies to maintain the affordability of the housing stock, new investment can 
lead to speculation, rising housing costs, the loss of affordable homes, and the displacement of existing 
residents.74 
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There are several ways that housing security and quality are related to health. In the Central Corridor, 
there is the potential for rents and home values to rise with the introduction of the light rail and higher-
density, mixed-use development. Because of rising housing costs, housing burdens, and the potential for 
involuntary displacement of low-income residents, may rise. Persons of color, who are statistically more 
likely to be low-income than whites, may be disproportionately affected. Displacement can have several 
negative health outcomes, including increases in infectious disease, chronic disease, stress, and impeded 
child development. Figure 4.4 demonstrates the pathway between displacement and health outcomes. 
 
FIGURE 4.4:  DISPLACEMENT EFFECTS 

 
 
In addition to displacement, there are other impacts on health stemming from the direct and indirect 
consequences of high housing costs and the unavailability of affordable housing. The Healthy 
Development Measurement Tool (HDMT), an evaluation metric used to consider health in urban plans 
and projects, created the Housing and Health-Based Rationale shown below, which demonstrates the 
impact that housing can have on health outcomes.  
 
Housing and Health-Based Rationale 

 Involuntary displacement can cause or contribute to mental stress, loss of supportive social 
networks, costly school and job relocations. Displacement also increases risk for substandard 
housing and overcrowding.75 

 Increased mobility at childhood was strongly associated with adverse childhood events such as 
abuse, neglect, household dysfunction, smoking, and suicide. Odds of health risks for adolescents 
with high mobility during childhood ranged from a 1.3 times higher risk for smoking to a 2.5 times 
higher risk for suicide.76 

 Increased mobility in childhood (moving three or more times by the age of seven) resulted in a 36 
percent increased risk of developing depression.77  
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 Increased mobility at childhood correlated to academic delay in children, school suspensions, and 
emotional and behavioral problems.78  

 High housing costs relative to the income of an individual or household result in one or more 
outcomes with adverse health consequences: spending a high proportion of income on housing, 
sharing housing with other individuals or families, accepting lower-cost substandard housing, 
moving to where housing costs are lower, or becoming homeless. Spending a high proportion of 
income on rent or a mortgage means fewer resources for food, heating, transportation, health care, 
and child care. Sharing housing can mean crowded conditions, with risks for infectious disease, 
noise, and fires. Lower-cost housing is often substandard, with exposure to waste and sewage, 
physical hazards, mold spores, poorly maintained paint, cockroach antigens, old carpeting, 
inadequate heating and ventilation, exposed heating sources and wiring, and broken windows. 
Moving away can result in job loss, difficult school transitions, and the loss of health-protective 
social networks.79 

 A lack of affordable housing within communities may compromise the health of low-income 
residents as they spend more on housing costs and less on other health needs. It can also put 
residents at greater risk of exposure to problems associated with poor-quality housing (mold, pests, 
lead, and other hazardous substances), and cause stress and other adverse health outcomes as a 
result of potential housing instability.80 

 Overcrowded housing conditions contribute to tuberculosis81 and respiratory conditions.82 

 Studies have found evidence of an independent relationship between child and adult TB infection 
and overcrowding in deprived areas, such as the Bronx, New York.83 

 78 percent of homeless children have suffered from either depression, behavior problems, or severe 
academic delay.84 

 Age-adjusted death rates were four times higher in the homeless population than in the general U.S. 
population in a study conducted in New York City.85 

 Homeownership positively impacts the social cohesion and civic participation of a neighborhood, 
which, in turn, can impact health. Homeowners are more likely to feel invested in their community. 
They are more likely to participate in nonprofessional associations and vote in local elections. 
Additionally, for residents, a higher rate of homeownership in a neighborhood has been associated 
with fewer years of life lost due to cardiovascular disease.86 

 
Neighborhood change will occur as a result of the light-rail construction, and to some extent, regardless 
of zoning changes. Zoning will be crucial in determining the extent and type of new development 
allowed in the Central Corridor. As mentioned in the Healthy, Affordable Housing Overview Section, it is 
necessary to grasp the market dynamics in order to understand the most advantageous zoning policies 
in each section of the Central Corridor. Because of the limited time frame of the HIA, the project is 
focused on examining pre-identified indicators of gentrification. The analysis of these indicators 
measures neighborhoods at risk for gentrification. It will be supplemented with some localized market 
analysis using property-tax trends around station areas, existing assessments of the housing market, 
including the Environmental Impact Statement, and reports from the Planning Department as well as 
the Center for Transit-Oriented Development (CTOD).  
 
Objective 3:  Protect Residents from the Negative Impacts of Gentrification  

Existing Conditions Analysis: Gentrification and Risk of Displacement 

The indicators for Objective 3 identify the demographics of residents living in Central Corridor 
neighborhoods and describe the housing needs of the population in terms of unit type and affordability 
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based on income. By analyzing demographic characteristics, and by tracking these indicators over time, 
it is possible to assess whether neighborhoods have been gentrifying or are at risk for gentrification. This 
analysis uses pre-identified indicators of gentrification and risk for gentrification. The indicators are then 
matched against the housing supply indicators outlined in Objective 4 to describe whether the current 
housing needs of residents match the current supply of housing.  

 

Summary of Findings: Existing Conditions 
 

 The majority of the CC is at risk for gentrification. 

 Home values have increased significantly in the CC—up 73 percent in the last decade, significantly 
higher than City and County increases. While rents have increased, they have done so at a much 
lower rate—up 8 percent since 2000. 

 CC residents spend a high percentage of their income on housing. Fifty-nine percent spend more 
than 30 percent compared to 40 percent in the city and 37 percent in the county. Twenty-seven 
percent of CC households spend 50 percent or more on housing. 

 Property values have increased by 8 percent within a quarter mile of the CC planned station areas, 
while the City of Saint Paul has experienced an 8 percent decrease in property values. 

 The CC has a higher percentage of lower-income residents than the City or County. For the 2005–09 
period, the estimated poverty rate was 27 percent in the CC, compared to 20 percent in Saint Paul 
and 14 percent in Ramsey County.  

 Educational attainment has increased in the CC. The proportion of CC residents 25 years and older 
with a bachelor’s degree has increased by 29 percent over the last decade, compared to 15 percent 
in Saint Paul and 11 percent in Ramsey County.  

 The CC is significantly more diverse racially than the city or county. Persons of color represented 53 
percent of the CC population in 2010, compared to 44 percent in Saint Paul and 33 percent in 
Ramsey County. 

 Despite high diversity, the racial and ethnic composition of the CC is changing; while the non-
Hispanic white population remained steady at about 47 percent of the total, the black/African 
American population rose from 22 percent in 2000 to 26 percent in 2010, and the Asian/Pacific 
Islander population declined from 17 percent in 2000 to 15 percent in 2010.  

 
Are Central Corridor neighborhoods at risk of gentrification?  Using nationally recognized indicators of 
gentrification, as identified by the Brookings Institution and the Dukakis Center,87 88 we have concluded 
that while many neighborhoods are at risk of gentrification throughout the corridor, no one submarket 
meets all six indicators for gentrification during the 2005–09 period. While an important indicator for 
gentrification is decreasing population diversity, gentrification is ultimately an economic phenomenon, 
which is noted by changes in income levels and property values. Table 4.7 presents information that 
demonstrates the existence of a speculative real estate market trend, in some station areas, indicating 
that gentrification should be carefully monitored.  
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TABLE 4.7: INDICATORS OF GENTRIFICATION IN THE CENTRAL CORRIDOR (CC) 
 

Indicators of 
Gentrification 

Conclusion Current CC Conditions 

Rising rents and 
home values 

Rents slowly 
rising 
  
Home 
values rising 
sharply 
 
 

Rents rising at low rate; over past two decades they have risen about 
8% in Saint Paul, 7% in Ramsey County, and 10% in CC; rising slightly 
faster in the last decade. For example, real median gross rent in CCo 
rose from $672 per month in 1990 to $737 in 2009, an increase of $65 
per month (all rents adjusted to 2010 dollars).  
 
Home values increased 73% since 2000 in CC, compared to 68% in 
Saint Paul and 48% in Ramsey County. Largest home value increases 
in last decade were in east submarket (90%) and capitol submarket 
(112%).These areas experienced significant number of foreclosures in 
last few years.  

Decreased racial 
diversity 

No CC is significantly more diverse racially than County. Persons of color 
represent 53% of total CC population, compared to 44% in Saint Paul 
and 33% in Ramsey County.  
 
Diversity of CC remained steady in last decade after increasing 1990–
2000. This is in contrast to Saint Paul and Ramsey County, which saw 
decreases in non-Hispanic white population in last decade. Racial and 
ethnic composition of CC shifted in last corridor to include a greater 
proportion of African Americans and fewer Asians and Pacific 
Islanders.  

An influx of 
higher-income 
residents/outmi
gration of lower-
income 
residents 

Somewhat CC has higher percentage of lower-income residents than County as a 
whole. 2005–09 data shows poverty rate 27% in CC, compared to 20% 
in Saint Paul and 14% in Ramsey County. This represents increase of 4 
percentage points in last decade; in 1990, poverty rate was same as 
today, 27%. Increased poverty is trend developed in last decade.  
 
Overall, income distribution within the CC is becoming more bipolar. 
The percent of CC households with an income of less than the Ramsey 
County median ($52,329 in 2009) is high, at around 60%, and has 
increased from 34% in 2000. The percent of households making more 
than twice the Ramsey County median income has increased from 
roughly 10% in 2000 to 12% in the 2005–2009 period.  
 
It is not clear from the data whether the changes in income levels are 
due to an influx of new residents with different incomes or a change 
in the incomes of existing residents. While we know that more people 
moved into the CC than into Saint Paul or Ramsey County, we do not 
have data on their income levels.  

Increases in Yes Educational attainment has increased in the CC. The proportion of CC 

                                                      
 
o
 Note that any median statistic for the overall Central Corridor geography, including the median gross rent, is an aggregate 

median of medians at the block group level.  
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educational 
attainment of 
residents 

residents 25 years and over with a bachelor’s degree has increased by 
29% over the last decade, compared to 15% in Saint Paul, 11% in 
Ramsey County. About 32% of CC residents have a bachelor’s or a 
graduate or professional degree, compared to just 21% in 1990. The 
largest increase of residents with higher education in the last decade 
was in the downtown submarket. 
Furthermore, the proportion of CC residents with less than a high 
school diploma has decreased to an estimated 16% in the 2005–2009 
time frame, from 22% in 2000.  

Conversion of 
apartments to 
condominiums 

Do not have 
data 

The project does not have data on condo conversions.  

Increases in 
property values 

Yes Within a 1/4 mile of the planned CC station areas, property values 
increased by 8% between 2007–10, whereas the City of Saint Paul 
experienced an 8% drop in values. Property values rose in western, 
capitol, and downtown submarkets; sharp decreases in property 
values observed near some station areas in east submarket. See 
Section 3 for more information. 

 
While all the submarkets along the Central Corridor vary significantly, the downtown submarket stands 
out because it has long been a center of regional economic activity. It has a limited number of public and 
senior housing projects, and recently began developing additional market-rate residential units. 
Responding to suggestions from stakeholders, the HIA project examined gentrification in the Central 
Corridor excluding data from the downtown submarket, to produce an assessment of gentrification in 
the areas that have more of a residential and retail focus. Table 4.8 below depicts the findings, which 
demonstrate that gentrification is not currently in progress in the Central Corridor, excluding downtown. 
 
TABLE 4.8:  INDICATORS OF GENTRIFICATION IN PROCESS IN THE CENTRAL CORRIDOR (CC) 
(NOT INCLUDING DOWNTOWN SUBMARKET) 

 

Indicators of 
Gentrification 

Conclusion  Current CC Conditions (excluding Downtown) 

Rising rents and 
home values 

Rents slowly 
rising 
 
Home values 
rising at nearly 
same rate of 
city 

Rents rising at fairly low rate: during past two decades have risen 
at about 8% in Saint Paul, 7% in Ramsey County, 5% in CC, falling in 
first decade, then rising by nearly 8% in last decade.  
Home values increased significantly—65% since 2000, compared to 
68% in Saint Paul and 48% in Ramsey County. East and Capitol 
submarkets experienced high increases in home values in last 
decade as noted in 2005–09 estimates.  

Decreased racial 
diversity 

Diversity has 
increased 
slightly in last 
decade  

CC is more diverse racially than County. Proportion of persons of 
color in CC 56% in 2010, compared to 44% in Saint Paul and 33% in 
Ramsey County.  
 
Diversity of CC increased in last decade; number of non-Hispanic 
whites declined by nearly 1,000 since 2000. Racial and ethnic 
composition changing: black/African American population grew by 
4 percentage points in last decade; Asian population declined by 
nearly 2,000 persons or 3 percentage points in last decade. 
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An influx of 
higher-income 
residents, 
outmigration of 
lower-income 
residents 

Percent of 
higher-income 
residents 
increasing, 
percent of 
lower-income 
residents 
decreasing 

CC has higher percentage of lower-income residents than County 
as a whole. 2005–09 data shows poverty rate 28%, compared to 
20% in Saint Paul and 14% in Ramsey County. Poverty increased in 
last decade from 22% in 2000. 
Percent of CC households with income of less than Ramsey County 
median is high, at about 61%, though it decreased from roughly 
65% of households in 2000. The percent of households making 
more than twice the Ramsey County-median income has increased 
from roughly 9% in 2000 to 12% in 2005–09 period. West 
submarket more than tripled number of households with income 
greater than $150,000. 
It is not clear from data whether changes in income levels are due 
to influx of new residents with different incomes or change in 
incomes of existing residents.  

Increases in 
educational 
attainment of 
residents 

Yes,  
proportion of 
residents with 
bachelor’s 
degree 
increasing, 
though at 
lower rate than 
City of Saint 
Paul 

Educational attainment increased in CC. Proportion of CC residents 
25 years and older with bachelor’s degree has increased by 13% 
over last decade, compared to 15% in Saint Paul and 11% in 
Ramsey County. 30% of CC residents have bachelor’s, graduate, or 
professional degree, compared to 20% in 1990. West and capitol 
submarkets have seen increases in number of higher-educated 
residents. 
Proportion of CC residents with less than high school diploma 
decreased to estimated 17% in 2005–09 time frame, from 22% in 
2000.  

Increased 
property values 

Yes Property-value increases observed downtown; sharp increases 
near Westgate, Raymond, and Capitol East station areas. This 
analysis does not remove downtown from average property-value 
changes experienced in CC.  

 
In addition to evaluating the current extent of gentrification, we used another set of indicators to assess 
whether the community may currently be at risk for future gentrification. Using these indicators we can 
better estimate where gentrification may occur next. The Center for Community Innovation at the 
University of California, Berkeley, has assessed the factors that make neighborhoods more likely to 
gentrify and identified a set of gentrification risk factors89 shown in Table 4.9.  
 
Evaluating gentrification risk across the Central Corridor presents a clearer picture than assessing 
whether gentrification is currently in process. The Central Corridor as a whole meets the majority of 
factors that indicate risk for gentrification. See table below for details.  
 
 
 
 
 
 

 
 
 
 



  
Page 67 

 

   

TABLE 4.9:  INDICATORS OF GENTRIFICATION RISK IN THE CENTRAL CORRIDOR 
 

Indicators of 
Gentrification 
Risk 

Conclusion Current Central Corridor (CC) Conditions 

Close proximity 
to transit 

Yes CC is fairly well served by transit. More than 81% of population lives 
within 1/4 mile of high-frequency bus route—one with less-than-20-
minute intervals between buses during peak hours; dependability and 
quality of bus system was not assessed. Community members note 
current transit system is not adequate. Not many north-south bus 
routes traverse CC. See Safe and Sustainable Transportation findings 
section for more details. 
 
New light-rail transit line has been approved and construction begun. 
Community, developers, and other interested parties aware of 
coming light-rail line and station locations, which places CC land at 
risk to speculators and new residents interested in transit-oriented 
development.  

High density of 
amenities 
including youth 
facilities and 
public space  
 

Somewhat  Project has not analyzed density of amenities comparing CC and City 
or County, but there are many assets and amenities in the CC, such as 
schools, places of worship, community and recreation centers, and 
ethnic and full- service grocery stores. See Demographics and 
Neighborhood Characteristics section for asset map. The CCDS, 
released several years ago, proposes public space and amenities, but 
projects have not begun. 

High percentage 
of workers 
taking public 
transit 

Somewhat  Transit riders represent 12% of CC population 16 years and older who 
work outside of home. City ridership somewhat lower at 9%; County 
almost two times lower at 7%. Percentage has remained about the 
same between 2000 and 2005–09. 
 
The new light-rail line currently under construction will likely increase 
transit use among CC residents and bring in new residents interested 
in connecting to employment centers and other locations via transit. 

High percent of 
non-family 
households 

Yes CC has a higher proportion of non-family households compared to 
Saint Paul and Ramsey County.  
 
Presence of non-family households in the CC has increased by 6 
percentage points in last two decades, from 50% of all households in 
1990, to 56% in 2009. Corresponding with this trend, proportion of 
one-person households also slightly increased across CC, from 43% in 
1990 to 46% in 2009.  
 
While proportion of non-family households is also increasing in 
Ramsey County and Saint Paul, it is rising at a slower rate than in the 
CC.  

High percent of Yes CC unique compared to Saint Paul and Ramsey County; has relatively 
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buildings with 
three or more 
units 

high proportion of buildings with 3 or more units; proportion 
remained about the same across all geographies between 1990 and 
2005–09; higher-density buildings (3 or more units) still make up 37% 
of Saint Paul housing types and 33% of Ramsey County’s, in 
comparison with 48% in the CC.  
CC has high number of buildings with 50 units or more (22% of total 
number in 2009); second to single-family, detached houses. In Saint 
Paul and Ramsey County, buildings with 50 units or more are 12% of 
total occupied housing stock.p  

High number of 
renters 
compared to 
owner 
occupancy 

Yes Estimated 56% of occupied housing units in the CC were renter-
occupied in 2005–2009 period, compared to 44% in Saint Paul and 
36% in Ramsey County. CC number dropped 4 percentage points from 
2000. Conversely, proportion of owner-occupied housing units in CC 
has grown, up to 44% in 2009 from 40% in 2000.  

High number of 
households 
paying a large 
share of 
household 
income spent on 
housing 
(housing-cost 
burden) 

Yes Based on 2005–09 estimates, 59% of CC households (10,843 
households) pay more than 30% of income on housing.q Housing-cost 
burden higher in CC than in Saint Paul or Ramsey County, which is 
40% and 37%, respectively. 27% of CC households pay 50% or more of 
income on housing, considered extreme housing burden.  
High housing-cost burdens concentrated in east and capitol 
submarkets, where 50% or more of occupied housing units have 
households paying 30% or more of income on housing. 
Rents. Renters particularly burdened; 68% pay more than 30% of 
income on housing; 36% pay more than 50%, according to 2005–09 
estimates. Significantly higher than rent burden trends for Saint Paul 
and Ramsey County, where 50% and 49% of renters, respectively, pay 
more than 30%. High rent burdens impact lowest-income residents of 
CC; more than 75% of households with $20,000 or less income pay 
more than 30% of income on rent. 
Home Ownership. 47% of CC homeowners pay more than 30% on 
ownership costs, 16% pay more than 50%. Ownership burden 
considerably less at 33% of owners in Saint Paul and 30% in Ramsey 
County paying more than 30% on homes, according to 2005–09 
estimates. Low- and middle-income CC residents impacted by high 
ownership-cost burdens; 56% of households with annual incomes 
$35,000–$50,000, and 74% of households making less than $35,000 
annually, pay more than 30% of income on ownership costs. 

 

                                                      
 
p
 Note about data: Mobile homes, boats, and recreational vehicles were not included in the percentages for this analysis. This 

analysis was also conducted using census tracts instead of block groups as the base level of analysis due to lack of data at the 
block group level; as a result, the boundaries of the CC are slightly different than the boundaries used to describe the CC in all 
other indicators. 
q
 The Federal Housing and Urban Development defines housing that is affordable to be 30 percent or less of a household’s gross 

annual income. 
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Impact Analysis: Potential for Involuntary Displacement 

Zoning is the key regulatory tool used to accommodate the increased housing demand around transit 
stations. In the Central Corridor, many properties along and near University Avenue that were previously 
zoned for business commercial, or industrial uses are being rezoned to traditional neighborhood, mixed-
use zoning districts to allow for multifamily residential uses. This change will not only accommodate 
demand for housing as the market improves, but, when coupled with the completion of the LRT, the 
change also has the potential to trigger greater increases in property values because of the higher-
density, higher-value development allowed under the zoning. This increase in property values can 
translate into higher residential rents on the properties rezoned, higher property taxes, and increased 
home values. As mentioned previously in this report, CTOD has projected a 15 percent increase in 
property values and rents due to transit.90  
 

 
 
 
Rents and accompanying rent burden, as well as property taxes, are anticipated to increase with rising 
property values.  The new transit line and the increase in development potential will likely increase the 
demand for living and working in the Central Corridor. This increased demand, plus increased 
development potential, will likely increase property values, increase rents, and increase property taxes, 
which will, in-turn, increase the existing rent and housing burden in the Central Corridor. Because 
housing burden, especially for renters and low-income residents is high (as described under Objective #3 
Existing Conditions Analysis section), the potential for the increase in housing burden resulting in 
displacement is a real possibility. 
 
This process is more likely to occur in the west submarket first, where the highest-density development 
is anticipated. This aspect of development is the closest to being financially feasible in the current 
market, according to the Center for Transit Oriented Development (CTOD).91 The west submarket is a 
prime location for students and those who work in and around the University of Minnesota. In addition, 
there are a large number of renter-occupied housing units in the west end of the corridor. While several 
of these units are currently subsidized affordable housing, many have funding contracts which expire in 
the next ten years.92 
 

Summary of Findings: Impact Assessment 
 

 Property values are increasing around many station areas, whereas property values are 
decreasing across the city—see Section 3 for more details. 

 Higher property values have the potential to increase wealth for existing homeowners in CC 
neighborhoods who do not already have a high housing-cost burden and can absorb any 
increases in property taxes.  

 Given the high housing cost burden, many in the CC will not be able to absorb increases in rent.  

 Many neighborhoods at risk for gentrification may start gentrifying as new development occurs 
around transit, increasing the potential for involuntary displacement, particularly for low-income 
and persons of color—especially those who are renters. 

 Potential loss of a neighborhood’s historic and cultural character due to gentrification.  
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Neighborhoods will likely start gentrifying as a result of the rezoning.  As demonstrated in Table 4.10 
below, the rezoning proposal may further tip neighborhoods toward gentrification, especially those 
close to station areas with property values trending upward. 
 
Table 4.10 forecasts changes to existing conditions of key indicators of gentrification, measured in the 

Objective #3 Existing Conditions Analysis, that may result from the implementation of the rezoning.  
 
TABLE 4.10:  ESTIMATED IMPACT ON EXISTING CONDITIONS RELATED TO GENTRIFICATION 
 

Indicator of 
Gentrification 

Overview of 
Existing 

Conditions 
Estimated Forecast 

Rising rents Moderately 
increasing; rose 
10% in CC in last 
decade 

Will continue to rise at increasing rate. As property values 
increase, landlords likely to increase rents. CTOD estimates 
completion of light rail will lead to increased rents and 
property values by 15%.93 Rents already increasing in west 
and downtown submarkets, where property values have 
risen in last few years. 

Rising home values Yes; significantly 
increasing; rose 
73% in CC in last 
decade 

Will continue to rise. Increases in allowable density will aid 
in raising property values. Transit expected to increase 
property values by around 15% within half mile of light-rail 
line.  

Influx of higher-
income residents 

Somewhat; 
percent of CC 
households 
making more 
than twice 
Ramsey County 
median income 
increased by 2 
percentage 
points.r  

Rezoning allows for more housing in CC, particularly near 
western CC station areas. If housing constructed at market 
rate, combined with 15% expected increase in rents, new 
residents who will be able to afford housing will likely have 
median household income higher than current CC 
residents.  

Outmigration of 
lower-income 
residents 

Somewhat; while 
income levels 
increased, 
poverty rate also 
increased in last 
decade.s  

As rents and home values continue to rise, housing burden 
of many lower-income residents will continue to rise 
beyond current levels, potentially forcing residents out of 
CC neighborhoods. Process will likely not occur evenly 
across CC; pressure on western neighborhoods first, where 
development feasibility is more likely in short term.  

Increase in 
educational 
attainment of 

Yes; percent of 
CC residents with 
bachelor’s degree 

Will likely continue to increase. As higher-income residents 
move into neighborhood due to increase in supply of 
market-rate housing, educational levels will likely be 

                                                      
 
r The data is unclear on whether there is an influx of new residents with higher income levels or existing residents are 

dramatically increasing their income. 
s The data is unclear on whether existing low-income residents are leaving the corridor or existing residents increasing their 

income. 



  
Page 71 

 

   

residents rose by 29% in 
last decade 

higher, as higher education is correlated with income.94  

Decrease in racial 
diversity 

Diversity 
remained steady 
while increasing 
in City and 
County 

Racial diversity will likely decrease. Due to racial income 
gap in Twin Cities and CC, incoming households able to 
afford higher prices in CC likely to be white, non-Hispanic. 
Owing to correlation between income and race, if 
displacement of lower-income residents occurs it will also 
likely mean a loss of residents of color. 

 
The Final Environmental Impact Statement (FEIS) on the development of the new light-rail line also 
identifies gentrification as a potential effect of development along the Central Corridor. It states: “[I]n 
recent years, the Midway area has experienced growth in multifamily housing and new 
commercial/office enterprises. These development activities are expected to continue along the corridor 
in response to market demand…Underutilized land and buildings near some station areas that are now 
prime development and redevelopment sites will be built out. More housing opportunities will be 
available for current residents in the corridor, but population composition and neighborhood character 
may change as new residents move into the neighborhoods (gentrification) to take advantage of 
transit.”95 
 
The potential impacts of gentrification on low-income and persons of color have also been recognized 
by the US District Court in their recent summary judgment made in a lawsuit by the Saint Paul NAACP in 
a coalition of local advocates: “…the Court recognizes the validity and magnitude of Plaintiff’s concerns 
with respect to the impact that the CCLRT Project could have on the previously disrupted Rondo 
community and the potential impact that gentrification could have on low-income and minority 
populations…If the relevant groups—including the Metropolitan Council, the City of Saint Paul, and 
Ramsey County—fulfill their commitments to mitigate the displacement of the impacted communities 
due to gentrification of the area and to minimize impacts to the Rondo community, they will revisit 
these issues with Plaintiffs and resolve them in the best interest of all concerned.”96 
 
Summary of Rezoning Impacts 

The proposed zoning will likely impact the cost of housing and availability of subsidized, affordable 
housing in the Central Corridor. As stated previously, if property values continue to increase due not 
only to the completion of the light-rail line but also due to the increased development potential from 
the rezoning, rents and home prices will likely increase to reflect these changes. This concern is highest 
in the western, capitol, and downtown submarkets, where property values are already rising fairly 
quickly. This could affect not just current market- rate properties in corridor neighborhoods but also 
subsidized housing, unless provisions are made to both preserve existing units and ensure that new 
units constructed in the corridor are built for a variety of income levels. Given the high housing burden 
documented for Central Corridor residents, increases in housing costs may result in displacement. 
 
Rezoning Impacts on Health 

The rezoning could have a few different, indirect impacts on the health of current residents in the 
Central Corridor related to gentrification and its unintended effects. Even as the process of gentrification 
increases in some corridor neighborhoods, this could be beneficial if accompanied by increased 
economic opportunities and amenities due to the influx of new residents in the neighborhood and 
decreased segregation within neighborhood schools. For current property owners, gentrification and the 
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subsequent increase in property values could boost the potential to build wealth if owners can afford to 
stay, considering the likely increase of their property tax burden. 
 
However, the negative consequences of gentrification can have some damaging impacts on existing 
health disparities in the Central Corridor. The influx of new residents and amenities that serve them can 
affect social cohesion and a sense of belonging for current residents, 97 who may experience multiple, 
negative consequences on general health—both physical and mental.98 If rents and/or home values 
increase substantially due to gentrification, this will limit current residents’ ability to meet their basic 
household needs, further exacerbating the conditions that make poorer populations more susceptible to 
chronic and infectious diseases. This decrease in affordability may also cause existing residents to 
consolidate households and crowd into small spaces to save on rent, just to remain in their 
neighborhood. These factors can have damaging impacts on mental health, chronic diseases related to 
stress, and the spread of infectious diseases. In addition, if housing burden causes residents to become 
involuntarily displaced, child development can be impacted by exposures to increased stress, and poor 
environmental conditions found in affordable, but substandard, housing.,  
 
According to the indicators, the gentrification process in neighborhoods within the Central Corridor is 
not widespread, but is underway in a few small neighborhoods. With the operation of the light-rail line 
and the subsequent increase in development along University Avenue, this dynamic will likely change, 
increasing the likelihood for gentrification, especially adjacent to places where gentrification is already 
in process. To reiterate, some degree of gentrification can have positive effects on a neighborhood. 
However, the potential for displacement or decline of social cohesion in corridor neighborhoods should 
be mitigated to the extent possible. There are several policies and programs that have the potential to 
capture the value of public improvements to the Central Corridor to ensure that current residents can 
not only remain in their neighborhoods but also thrive within them. Table 4.11 provides broad 
recommendations for the potential negative impacts assessed and identifies policies for the steering 
committee to consider. However, not all policies are appropriate for the Central Corridor. The priority 
policy recommendations of the Community Steering Committee that are specifically tailored for local 
conditions are listed in Section 5 under Prioritized Policy Recommendations.  
 
TABLE 4.11:  OBJECTIVE #3 RECOMMENDATIONS AND POLICIES FOR CONSIDERATION 
 

Broad Potential 
Negative 
Impacts 

Recommendations Potential Policies to Consider 

Gentrification 
process likely to 
speed up, 
increasing 
potential for 
involuntary 
displacement, 
particularly for 
low-income and 
persons of color; 
potentially 
decreasing 

 Create protections 
for existing residents 
against rapidly rising 
housing costs due to 
transit and 
redevelopment 

 Protect existing 
affordable housing 

  Create new, 
affordable-housing 
options 

 

Zoning 

 Consider rent control or rent stabilization to protect 
existing low-income renters 

 Amend zoning ordinance to require notification to 
tenants living within the area whenever notification to 
owners is required 

 Require replacement of affordable rental units or 
payment to Housing Trust Fund as condition of approving 
demolition of rental units 

 Create a neighborhood preservation overlay district 

 Include objective and purpose statements in rezoning 
that demonstrate connections to goals and objectives 
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social cohesion 
and sense of 
community. 
particularly in 
communities of 
color 
 

related to neighborhood stabilization and 
antidisplacement in the Central Corridor Development 
Strategy (CCDS) 

 See Objective #4 Recommendations and Policies for 
Consideration section for relevant recommendations, 
policies, and programs regarding preservation and 
creation of affordable housing  

 

Other 

 Consider creating and adopting a Neighborhood 
Preservation Plant as described in the CCDS 

 Protect existing 
homeowners from 
sharp increases in 
property-tax burden  

 Protect existing 
affordable housing 

 Create new, 
affordable-housing 
options 

Zoning 

 Create neighborhood-preservation overlay district 
 

Other 

 Consider refunding large-scale property tax increases to 
low-income CC homeowners 

 See Objective # 4 Recommendations and Policies for 
Consideration section for recommendations, policies, and 
programs regarding preservation of existing and creation 
of new affordable housing 

 Create and codify 
protections against 
displacement for 
existing apartment 
dwellers living in 
buildings that may be 
converted to owner-
occupied units as 
market increases 

 Provide protections 
against large-scale 
loss of rental units 

Zoning 

 Adopt condo-conversion ordinance  

 Require approval of a use permit based on determination 
of compliance with specific requirements to mitigate 
impact on existing low-income tenants  

 Consider adopting antiharassment district to protect 
renters from being pushed out of homes 

 
 

 Protect existing 
residents from 
involuntary 
displacement 

 Preserve and 
enhance the culture 
of the community 

Other 

 Create a World Cultural Heritage District to help with 
marketing campaigns and drawing customers, and to 
include protections against sharp increases in rent and aid 
in helping tenants shift toward owning their buildings  

 Rename the Dale station Historic Rondo  

 Create a Hmong Community Garden along the CC 

 Ensure all station information and new signage in multiple 
languages  

 

                                                      
 
t The Neighborhood Preservation Plan included in the CCDS includes rent control, home improvement and weatherization 

loans, affordable housing for seniors who wish to stay in the neighborhood, among other provisions to preserve the existing 
community. 
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There are policies and programs currently being implemented that help achieve the objective of 
protecting residents from the negative impacts of gentrification  For example, the City of Saint Paul, 
through Invest Saint Paul, has dedicated funding to the eastern end of the corridor. The purpose of this 
program is to stabilize blocks that are heavily impacted by foreclosures and vacant properties by 
purchasing, rehabilitating, and reselling vacant homes. The Invest Saint Paul Initiative and Neighborhood 
Stabilization programs, as of summer 2010, acquired approximately 39 one- and two-family units within 
Central Corridor neighborhoods. See Objective # 4 for a list of additional city programs to increase and 
preserve affordable housing. 
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Objective 4:  Construct and Preserve Affordable and Diverse Housing in Proportion to Demand 

Existing Conditions Analysis: Housing Needs 

The indicators for this objective focus on the physical buildings in the Central Corridor and the housing 
market. Are there vacancies and vacant lots? How much does housing cost for renters and owners? 
What types of units are available? What housing is currently affordable, both in terms of affordable 
market-rate units and subsidized units? By understanding these aspects of the existing housing supply 
we can identify how the current housing stock meets community needs, where opportunities for new 
development exist, and what affordable housing must be preserved or developed. 

                                                      
 
u
 Based on a family of three for the Area Median Income in the Minneapolis-Saint Paul-Bloomington Metropolitan Statistical 

Area (MSA) in 2009. MSAs are metropolitan geographic boundaries that combine a number of jurisdictions and gather data and 
analyze statistics for the area.  
v
 Ownership costs include a mortgage, real estate taxes, condo fees, homeownership insurance, and utilities.  

Summary of Findings: Existing Conditions 
 

 In 2010, the vacancy rate was at 9 percent in the CC, compared to 8 percent in the City and 7 
percent in the County. The downtown submarket had the highest vacancy rate (13 percent), 
compared to the central submarket with a low vacancy rate of 5 percent. 

 

Affordability 

 14 percent of the total housing units in the CC are subsidized, affordable units available to 
households making 80 percent of Area Median Income (AMI) or less, compared to roughly 12 
percent in Saint Paul and 8 percent in Ramsey County. An estimated 65 percent of CC residents 
make less than 80 percent AMI, compared to 63 percent in Saint Paul and 57 percent in Ramsey 
County.u 

 Housing burden is high and rising: 59 percent of CC residents pay more than 30 percent of their 
income on housing, compared to 40 percent in Saint Paul and 37 percent in Ramsey County. 
Conditions are getting worse. After decreasing between 1990 and 2000, this proportion 
increased by 12 percentage points in the last decade, up from 34 percent in 2000.  

 Renters are particularly burdened. An estimated 68 percent of households pay more than 30 
percent of their income on rent in the 2005–09 period, up from 41 percent in 2000. 47 percent 
of owners pay more than 30 percent on ownership costsv in 2005–09 and a much lower 21 
percent in 2000.  

 The increase in housing burden for homeowners has been dramatic as well, rising 26 percentage 
points between 2000 and the 2005–09 period. While there were increases in the housing 
burden for owners in Saint Paul and Ramsey County, they were not as stark.  

  

Housing Size 

 The average household size fell considerably, by about 7 percent, between 2000 and 2005–09 
across the CC, dropping from about 2.57 to 2.39 persons per household, compared to a minimal 
3 percent decrease in the City and 2 percent in the County. 

 The CC is about twice as overcrowded as the City or County. Around 2 percent of households in 
the CC live in overcrowded conditions as compared to 1 percent in Saint Paul and Ramsey 
County. Overcrowding in all geographies increased significantly from 1990 to 2000 but fell in the 
last decade.  

 The CC has a significantly higher proportion of one-bedroom or fewer units. Around 40 percent 
have one bedroom or less, as compared to 26 percent in the City.  
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Does the current housing stock provide for the housing needs of current residents? 
 
TABLE 4.12:  DEMAND FOR AFFORDABLE HOUSING COMPARED TO HOUSING SUPPLY 
 

Demand 
 

Supply  

Housing Burden 
Significant demand for affordable housing. 
Conditions worsening: proportion of CC residents 
paying more than 30% of income on housing, 
which had decreased 1990–2000, rose from 34% in 
2000 to current high of 59%, compared to 40% in 
Saint Paul and 37% in Ramsey County, per 2005–
09 estimates.  
 
Lower- and middle-income households more 
impacted by higher housing burdens. In 2005–09, 
more than 75% of renter households with annual 
incomes of less than $20,000 estimated to pay 
more than 30% of income on housing. For 
homeowners, about 74% of households making 
less than $35,000 annually, and 56% of households 
with annual income $35,000–$50,000 paid more 
than 30% of income on ownership costs. 
 
Income Levels 
Income levels in the CC lower than in the City of 
Saint Paul and Ramsey County; thus CC residents 
require lower-cost housing to ensure affordability. 
In addition to generally lower income levels, 
poverty is prevalent in the CC; rate estimated at 
27% in 2005–09, compared to 20% in Saint Paul 
and 14% in Ramsey County. Persons of color in CC 
more likely to be low income—median household 
income for African Americans, Asian/Pacific 
Islanders, and Hispanic/Latinos significantly less 
than that for whites—at $17,790, $24,904, and 
$14,326, respectively. 
 
Poorer households primarily concentrated in east 
submarket, where more than 67% of households 
make less than Ramsey County median. In smaller 
capitol submarket, about 80% of all households 
make less than Ramsey County median. These 

Roughly 14 percent of CC housing units (3,928 
total) are subsidized, affordable units. Majority 
available for households making less than 30% 
Area Median Income (AMI) (53%); there is high 
demand for affordable units at this level. See 
Figure 4.7, showing housing demand in CC.  
 
A majority of affordable units are in high-density 
buildings with 50 or more units.  
 
In addition to subsidized, affordable housing, 
several block groups in the CC also have relatively 
affordable rents compared to other areas in 
region. In 2005–09 period, at least 30 of 53 total 
block groups in CC had median gross rent less than 
HUD Fair Market Rent (FMR) for Minneapolis-Saint 
Paul-Bloomington MSA.w 
 
The CC has a high percentage (about 54%) of pre 
war (built in 1939 or earlier) housing units, 
compared to 46% in Saint Paul and 28% in Ramsey 
County. Concentrations of older housing units 
primarily in west, central, and east submarkets, all 
of which have housing stock composed of more 
than half pre-war buildings.  
 
In some metropolitan regions, older housing stock 
can correlate with more affordable housing. 
Anecdotally, the HIA project understands this to be 
true in the CC, but has not analyzed data on the 
topic.  
 
 

                                                      
 
w Based on the 2011 Fair Market Rent for the Minneapolis-Saint Paul-Bloomington MSA for a one-bedroom dwelling ($761). 
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submarkets also have extremely high poverty 
rates; in 2005–09, east submarket poverty rate 
estimated at 35%, 53% in capitol submarket. 
Nearly 17% of households in west submarket make 
more than double Ramsey County median.  
 
Number of single-parent families with children 
younger than 18 increased 1990–2000 and 
remained steady in last decade, equaling about 
25% of all families in CC, compared to 16% of all 
families in Ramsey County. Single-parent families 
typically have more difficult time making ends 
meet.  
 

 
 
Overall, the CC is a place with a high proportion of low-income residents that are in need of affordable-
housing options in order to remove from their income the high housing burden that can cause stress 
and deplete cash that could be used for healthy, fresh foods; transportation; childcare; and health care. 
While the proportion of low-income households has not changed significantly in the last decade, the 
rent and ownership burden in the corridor has increased by a wide margin. This is another indication of 
increasing housing costs and a mismatch in the affordability of the housing supply relative to what 
corridor residents can reasonably afford.  
 
Figure 4.7 illustrates that there is not enough subsidized, affordable housing at any income level to meet 
the demand of Central Corridor households that pay an unaffordable amount of their income on 
housing. It is important to note that community groups feel that comparisons to AMI are problematic. 
The Twin Cities Metro area has an AMI that is far higher than the median household income for the City 
of Saint Paul or the Central Corridor. Other cities and geographies in the metro region drive up the 
median income for the area. Since much of the affordable housing are priced using the area median 
income, the deficit between the city of Saint Paul and the regional median create a situation where the  
subsidized affordable housing units in the city are in fact not truly affordable to low-income people in 
the city. For example, 80 percent of AMI would continue to be unaffordable to the majority of Saint Paul 
city residents. Many advocates in Saint Paul have recommended deeper subsidies in Saint Paul for 
housing in order to make up for this deficit.   
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FIGURE 4.7:  SUPPLY OF AFFORDABLE HOUSING IN THE CENTRAL CORRIDOR RELATIVE TO DEMAND 

 
Source: HousingLink, HUD Inventory of Subsidized Housing 2008, American Community Survey 2005-2009 5-Year Estimates 

 
 
TABLE 4.13 HOUSING SUPPLY AND DEMAND IN RELATION TO SIZE OF HOUSEHOLD AND SIZE OF HOME  
 

Demand Supply 

Household Size 
Average household size fell considerably, by about 
7% between 2000 and 2005–09—dropping from 
about 2.57 to 2.39 persons per household, 
compared to minimal decreases in Saint Paul and 
Ramsey County of 2%. Some areas still have higher 
average household size compared to Saint Paul 
(2.51 in 2005–09 period), notably east and capitol 
submarkets, with estimated average household 
sizes of 2.73 and 2.93 in 2005–09, respectively. 
Note average household size in East submarket, 
while high, decreased in last decade from 3.1 to 
2.73 persons per household. 
 
Overcrowdingx 
Overcrowding is low in general; in CC it is 
approximately twice as high as in city or county. 

 
CC has higher proportion of studios and one-
bedroom units (40% in 2005–09 period) compared 
to Saint Paul and Ramsey County, with 26% and 
21%, respectively. Majority of these smaller units 
located downtown.  
 
Proportion of units of varying sizes across CC has 
remained stable between 1990 and 2005–09, with 
around 40% of units having one bedroom or less, 
and 60% having two or more bedrooms. 
 
Family-size units (three bedrooms or greater) are 
located primarily in west and east submarkets. 
While the central submarket has fewer total units, 
more than half of housing stock has units with 
three or more bedrooms.  

                                                      
 
x Overcrowding is defined by the census as more than 1.5 persons per room, not counting the bathroom and kitchen. 
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About 2% of households (372 total) in CC are 
overcrowded, compared to 1% in Saint Paul and 
Ramsey County, in 2005–09. Overcrowding in all 
geographies increased from 1990 to 2000, but fell 
in the last decade, notably in east submarket, 
which went from 9 percent overcrowding in 2000 
to 1 percent in 2005–09.  
 
 

 
 

 
In general, it appears that the CC housing stock is composed of a varied number of bedrooms that can 
accommodate small and large households. Yet, while the average household size is higher in the CC than 
the city or county, the CC has a significantly higher number of one-bedroom-or-less housing units. This 
mismatch has not resulted in significantly high overcrowding rates for the CC at this time. 
 
The status of current housing stock in the Central Corridor varies by submarket.  The total number of 
housing units in the corridor has increased by more than 2,500 units in the last decade. While the 
vacancy rate fell from 11 percent to 4 percent between 1990 and 2000, following a net loss of total 
units, the vacancy rate increased in the corridor to 9 percent in 2010. While the vacancy rate in both 
Saint Paul and Ramsey County increased by a few percentage points in the last decade as well, their 
rates in 2010 were still lower than the corridor at 8 percent and 7 percent, respectively. Vacant housing 
units are not distributed evenly across the Corridor. The downtown submarket has the highest vacancy 
rate (13 percent), compared to the central submarket with a low vacancy rate of 5 percent. While the 
Central Corridor has a relatively high vacancy rate, recent reports show that the rate in the first quarter 
of 2011 for the Twin Cities metro area was 3.1 percent and 3.2 percent for the City of Saint Paul; these 
rates are expected to go through a downward trend. Unsurprisingly, as vacancy rates in the region are 
declining, rents are rising.99  
 
Within the corridor, somewhat surprisingly, rents are highest in the east submarket and lowest 
downtown. One reason for this may be that rents are widely varied between block groups within 
submarkets.y In addition, while the east submarket contains several subsidized affordable housing 
properties, many of the higher-density, subsidized housing projects are located in other submarkets, 
which may bring median rents down despite the location of market-rate housing in those areas. The 
east submarket also houses some of the poorest households, which may be one reason why this 
submarket holds one of the highest housing burdens.  
 
Similar to the rest of the Twin Cities region and the country, foreclosures are an issue in Saint Paul and 
the Central Corridor. While vacant and foreclosed properties in Saint Paul peaked in 2008, they 
remained high in 2009100 and 2010 and are starting to decrease in 2011.101 The Frogtown neighborhood 
within the CC was hit particularly hard by the foreclosure crisis; more than 500 units were vacant as of 
2010.102  
  

                                                      
 
y
 A limitation to rent and home value data is that the median calculated for submarkets is an aggregate of medians, or the mean 

of the medians at the block-group level. Because of this, the final submarket median is not necessarily weighted by the total 
number of housing units and therefore does not fully portray the diversity within markets. 
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Is the neighborhood becoming more or less affordable?  The Central Corridor is becoming less 
affordable. Rents are rising at a moderate pace, but slightly faster than rents in Saint Paul or Ramsey 
County. Home values are rising significantly in the corridor–much faster than values in Saint Paul and 
Ramsey County. Finally, the proportion of households paying more than 30 percent of their income on 
housing is significantly increasing. An estimated 68 percent of households pay more than 30 percent of 
their income on rent, and 47 percent of owners pay more than 30 percent on mortgage costs in the 
2005–09 period, up from 41 percent for renters in 2000, and a much lower 21 percent for owners in 
2000. In particular, the increase in housing burden for homeowners has increased dramatically—a 124 
percent increase in the CC between 2000 and 2005–09. This striking increase is not mirrored in the City 
of Saint Paul and Ramsey County, whose ownership cost burdens increased by 68 percent and 71 
percent, respectively, in the last decade. 
 
Figure 4.8 shows the variation in extreme housing burdens across the corridor with the median gross 
rents labeled by block group. Note that areas with a high proportion of households with an extreme rent 
burden do not necessarily overlap with areas having a relatively high median gross rent. This is a 
possible indication that the current supply of affordable housing is still not meeting the affordability 
levels needed by low-income residents in the area. 
 
FIGURE 4.8:  EXTREME RENT BURDEN AND MEDIAN GROSS RENTS IN THE CENTRAL CORRIDOR, 2005–09 
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Impact Analysis: Availability of Affordable Housing 

 
 
There are a few ways that the rezoning can affect affordability and involuntary displacement in corridor 
neighborhoods. Current, subsidized affordable housing units located on properties being rezoned to 
accommodate for higher density may be under the greater pressure of their affordability contracts 
lapsing and converting to market-rate units. Pressure may also cause complete redevelopment as 
property values increase. Residential properties not being rezoned, but adjacent to land with high or 
medium potential for redevelopment within the rezoning area, may experience pressure for 
redevelopment, especially if a large development is proposed nearby.  
 
Many subsidized, affordable housing units may be lost due to rising property values, redevelopment, 
and expiring funding contracts.  While few subsidized properties are located on parcels identified to 
have high or medium redevelopment potential, many subsidized units (1,143) are located in the 
rezoning area. None of these units are public housing and only one is publicly owned. In this area, as the 
allowable density and uses increase on parcels—even though they may not redevelop in the short or 
medium term—property values may rise with the transit premium, leaving subsidized properties in 
private ownership vulnerable to potential conversion to market-rate housing as their contracts expire. 
The City of Saint Paul Housing Action Plan has stated that 399 currently subsidized units in the Central 
Corridor will be preserved by 2013. It is unclear what mechanisms will be used to ensure that those 
units are preserved. It should be noted that it costs about one-third less to preserve existing rental 
housing than to construct new units.103 
 
New residential construction in the corridor may increase the amount of affordable housing, but not 
enough to meet current affordability needs.  Under current rezoning, without city or Housing and 
Redevelopment Authority (HRA) assistance, these new residential units will be constructed at market 
rate. Where the City provides assistance for development, city policy mandates that, for rental housing, 
30 percent of the total number of units be affordable to households at less than 60 percent Area Median 
Income (AMI); one-third of the units must be available to households at 50 percent AMI, and one-third 
available to those at 30 percent AMI. For owner-occupied homes, 20 percent of new units constructed 
with City or HRA assistance must be affordable for households earning up to 80 percent AMI, and an 
additional 10 percent must be affordable to households at 60 percent AMI.104 Furthermore, the City of 
Saint Paul 2010–13 Housing Action Plan estimates that around 215 of the new units currently slated to 
be constructed in the Central Corridor within that period will be affordable to households earning 60 

Summary of Findings: Impact Assessment 
 

 According to market projections, nearly 7,000 new residential units may be built in the 
station areas by 2030, of which several hundred may be affordable if projects use the city or 
Housing and Redevelopment Authority (HRA) funding. 

 The percent of existing subsidized affordable housing units likely to decrease, increasing 
existing housing burdens and potentially leading to involuntary displacement. 

 Rising rents and home values will decrease the amount of market-provided affordable 
housing. 

 If property values near transit stations continue to rise, acquisition of land for affordable 
housing near transit will be more difficult due to higher land costs. 
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percent AMI or less. It is unclear what policies and programs will ensure the construction of affordable 
housing after 2013, or if there will be sufficient funding allocated to these goals. 
 
Rising rents and home values will decrease the amount of market-provided affordable housing.  Many 
block groups in the Central Corridor (30 out of the 53 block groups in the corridor) have a median gross 
rent less than the HUD fair-market rent for a one-bedroom household in the metropolitan area. As 
property values rise with the premium of transit and increased development potential, the market rate 
in these block groups will likely rise, leaving households in market-provided affordable housing with a 
higher rent burden. The City has stated, however, that maintaining the quality and affordability of this 
housing is a priority: “…much of the existing housing along the Central Corridor is already affordable, 
and the focus should appropriately be on maintaining the quality and affordability of that housing.”105  
 
New siting of affordable housing should be conducted with careful consideration of current school 
segregation by race and income. Professor Myron Orfield’s research at the University of Minnesota 
identifies schools in the eastern submarket of the Central Corridor to be segregated and poor 
performing.106  See Section 2, Demographics and Neighborhood Characteristics for more information. 
The Federal Fair Housing Act acknowledges the challenges faced by segregated schools and prohibits 
further segregation of schools through inappropriate concentrations of affordable housing.  
 
Many are working passionately to ensure that all children have the opportunity to attend high- 
performing schools and ensure that poor performing schools to not in turn drive an economic downturn 
for neighborhoods. One way to support this goal is to provide choice plans where students are able to 
attend higher-performing schools that may not located in their neighborhoods, or by adding integrated, 
high-performing magnet schools such as Capitol Hill and Central High School—two high performing and 
integrated magnet schools in Saint Paul. 
 
Summary of Rezoning Impacts 

We have identified a few key ways that rezoning can affect affordability and involuntary displacement in 
corridor neighborhoods. Current subsidized affordable housing units located on properties being 
rezoned to accommodate for higher density may experience greater pressure to let their affordability 
contracts lapse and convert to market-rate units. This pressure may also precipitate complete 
redevelopment to capitalize on increased property values. Residential properties that are not being 
rezoned, but are adjacent to land with high or medium potential for redevelopment within the area 
being rezoned may experience pressure for redevelopment, especially if a large development is 
proposed nearby. Given the high housing burden in the Central Corridor, the increases in rents and 
property taxes may result in displacement.  
 
Rezoning Impacts on Health 

The Objective #3 impacts on health also hold for Objective #4. The housing and commercial markets in 
the Central Corridor is likely to change due to the addition of several thousand new residential units and 
increased development potential enabled in the rezoning. This will have impacts within the rezoned 
areas and beyond. The impact of new development on affordability can be positive for existing residents 
if precautions are taken to maximize the benefits of new investment. Table 4.14 outlines several policies 
and programs that could be implemented to ensure this outcome. 
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TABLE 4.14: OBJECTIVE #4 RECOMMENDATIONS AND POLICIES FOR CONSIDERATION 
 

Broad Potential 
Negative 
Impacts 

Recommendations Potential Policies to Consider 

Percent of 
affordable 
housing units 
likely to 
decrease, raising 
existing housing 
burdens, and 
potentially 
leading to 
involuntary 
displacement 

 Ensure that current, 
subsidized units are 
protected from 
demolition or 
conversion to market-
rate housing through 
clear, mandatory 
policies for 
preservation 

 Codify commitment to 
affordable housing by 
establishing 
mandatory provisions 
in zoning ordinance to 
facilitate construction 
of new, affordable 
units 

 Ensure those who are 
transit dependent and 
stand to benefit most 
from more transit, are 
able to live near the 
new light-rail line 

 Phase in new policies 
related to affordable-
housing production as 
the market 
strengthens and CC 
becomes more densely 
developed.z Examples 
of triggers for phasing 
could include 
predetermined 

Zoning 

 One-to-one replacement policy for affordable 
housing units at similar affordability levels 

 Require use permit based on determination of 
compliance before demolition of any affordable 
rental unit. This would minimize impact on lower-
income renter households, and include relocation 
payments and right of first refusal to replacement 
units  

 Allow demolition of existing housing units only 
when it is determined that cost of repair would 
exceed replacement cost, or demolition is 
necessary to allow construction of new residential 
development including comparable affordable 
units  

 Establish an inclusionary zoning program or pilot 
inclusionary program 

 Reduce by right FAR and height limits to facilitate 
implementation of provisions that entitle 
developers to increased FAR and height if their 
project includes a specific percentage of 
affordable units. This will increase the likelihood 
that a density bonus will be feasible and used as 
an incentive to create affordable housing. 

 Provide additional incentives including expedited 
processing, FAR/height bonuses and/or 
modification of development/parking 
requirements in exchange for including additional 
affordable housing  

 Adopt an Accessory Unitaa Ordinance to create 
market-provided affordable housing in existing 
and new lower-density neighborhoods; provide 
additional income for lower-income and senior 

                                                      
 
z
 The Central Corridor TOD Investment Framework study released in December 2010 notes that value-capture strategies are 

most effective when used in conjunction with private market investment, rather than well in advance of it (Center for Transit-
Oriented Development, Bonestroo and Springsted. 2010. Central Corridor TOD Investment Framework). 
aa

 Accessory Units—also known as accessory apartments, guest apartments, in-law apartments, family apartments or 

secondary units—provide supplementary housing that can be integrated into existing single family neighborhoods to provide a 
typically lower priced housing alternative with little or no negative impact on the character of the neighborhood. Because the 
units are usually small, they are more affordable than full-size rentals (State of Massachusetts, Smart Growth/Smart Energy 
Toolkit. 2012. http://www.mass.gov/envir/smart_growth_toolkit/pages/mod-adu.html). 
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vacancy rates, 
property value 
increases, certain 
percentages of 
residential units, 
schedule of dates.  

homeowners 

 Establish linkage program requiring new retail 
and office development that exceeds certain 
gross floor area to pay fee to Housing Trust Fund, 
earmarked for affordable housing development 
on the project site or on an alternative site; 
alternative sites would allow developers to 
develop affordable housing off-site or provide 
land/gap financing to permanent affordable 
housing built by others 

 Specify minimum FAR requirements for 
residential development in mixed-use districts to 
help ensure development sufficient to meet 
housing needs 

 Include objective and purpose statements in the 
rezoning that demonstrate connections to goals 
and objectives related to preservation and 
construction of affordable housing in the CCDS 
 

Other 

 Work with City and Rondo Community Land Trust 
to continue land banking of properties as they 
become available in CC for affordable-housing 
development 

 Consider allocating 20% of new tax base raised 
from new development for community benefits, 
including development of affordable housingbb 

 Promote development of permanent affordable 
housing by supporting and expanding capacity of 
nonprofit organizations to develop and maintain 
affordable housing  

 Establish a transit-oriented development  land-
acquisition fund to ensure properties are banked 
for affordable housing near new LRT stations 

 Establish a financial incentive program to ensure 
that new affordable-housing units built in the City 
are a priority along the CC 

 Work with Minnesota state legislators to ensure 
low-income housing tax credits for new 
developments near transit 

 Establish property-tax abatements for new 
transit-oriented developments that include 
affordable housing and other community benefits 

                                                      
 
bb

 The recent CTOD report released in December 2010 provides this as an example of value-capturing strategies for new 
Corridor development. 
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 Create Minnesota state law to support tax 
increment financing for transit-oriented 
development in order to support community 
benefits such as affordable housing and other 
amenities 

 
 
The City of Saint Paul has several policies and programs in place to preserve, construct, and finance 
affordable housing in the Central Corridor. The following policies and programs that support this 
objective are currently being implemented.107 
 

 The City Housing Plan, Housing Action Plan 2010–13, and the Central Corridor Development 
Strategy include policies to create and preserve affordable housing. We are aware of a few 
strategies for the implementation of some of these policies. 

 Where the city provides assistance for development, city policy mandates that, for rental 
housing, 30 percent of the total number of units must be affordable to households earning less 
than 60 percent Area Median Income (AMI); one-third to households at 50 percent AMI; and 
one-third to households at 30 percent AMI. For owner-occupied homes, 20 percent of new units 
constructed with City or Housing and Redevelopment Authority (HRA) assistance must be 
affordable for households earning up to 80 percent AMI, and an additional 10 percent to 
households at 60 percent AMI.108  

 The City received a $2 million loan from the Met Council and Family Housing Fund to acquire 
sites through the Land Acquisition for Affordable Housing (LAAND) program for future 
affordable housing development along the CC. The city has acquired two properties upon which 
it will build within the next five years.109 

 
Safe and Sustainable Transportation 

Overview 

The development of the Central Corridor light-rail line will provide a new source of mobility for corridor 
residents. The zoning changes along the corridor will be instrumental in creating more transit riders, 
potentially reducing dependence on car use, and increasing access for transit-dependent, disabled, and 
low-income residents. The new light rail is only one piece of the neighborhood transportation system. 
Promoting use of, and access to, reliable bus service and bicycle and pedestrian infrastructure is also 
necessary for a truly sustainable transportation system. All three components must be coordinated with 
one another and with the new changes to the built environment that will result due to the transit line 
and the rezoning.  
 
The increase in land zoned for residential uses will undoubtedly add to the population in the Central 
Corridor, giving more people access to transit, potentially increasing ridership levels not just for the new 
light rail line but also on existing bus lines that traverse corridor neighborhoods. This potential increase 
in ridership could further exacerbate demand for safer pedestrian and bicycle connections throughout 
the corridor and, without adequate safety improvements, may result in increased pedestrian or bicyclist 
injuries. 
 
There are many documented connections between transportation and health outcomes. For example, 
without adequate public transportation, transit-dependent residents will not have easy access to 
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employment and educational opportunities or amenities that significantly influence health. Another 
impact on health relates to noise and air quality. Neighborhoods close to roads with high traffic volumes 
may suffer from increased noise levels and polluted air. Also, adequate pedestrian and bicyclist 
infrastructure are necessary provisions to create safe opportunities to get around and allow people to 
increase physical activity levels. Physical activity helps to reduce risk of some diseases. Figure 4.9 
illustrates the various connections between transportation and health. 
 
FIGURE 4.9:  TRANSPORTATION EFFECTS ON HEALTH 

 
 
There is a significant amount of research regarding the relationship between safe, sustainable 
transportation availability and health. Several research findings, complied by the HDMT, are listed 
below. 
 
Transportation and Health-Based Rationale 

 Research has found that proximity to public transit helps to determine travel choice.110 

 Twenty-nine percent of people using transit to get to work meet their daily requirements for 
physical activity from walking to work.111 

 “Neighborhoods characteristics shape whether people use public transportation, walk, bike, or 
drive. These factors are commonly referred to as the 5 D’s. They are: 1. Net-Residential Density–
“denser developments generate fewer vehicle trips per dwelling unit than less dense 
developments"; 2) Job-Housing Diversity - "having residences and jobs in close proximity will 
reduce the vehicle-trips generated by each by allowing some trips to be made on foot or by 
bicycle"; 3) Walkable Design - "improving the walking/biking environment will result in more 
non-auto trips and a reduction in auto travel" (with synergistic effects with density and 
diversity); 4) Destinations - "households situated near the regional center of activity generate 
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fewer auto trips and vehicle-miles of travel"; 5) Distance to Rail Mass Transit Station - "transit 
ridership rates among station-area residents increase exponentially as the distance to a rail 
station declines. Land use and transportation planning that does not incorporate the above 
factors contributes to increases in miles driven in motor vehicles, along with the associated 
hazards from air and water pollutants, noise, and vehicle collisions. Heavy volumes of local 
vehicle traffic also create traffic “hotspots” and contribute to unfair burdens of air pollution, 
noise, and stress for those living adjacent to busy streets and highways, and degrade the 
environment for walking, biking, and public transit.”112 

 Walking or biking to work helps individuals meet minimum requirements for physical activity.113 
Twenty-nine percent of those using transit to get to work meet their daily requirements for 
physical activity by walking to work. Health benefits of physical activity include a reduced risk of 
premature mortality and reduced risks of coronary heart disease, hypertension, colon cancer, 
and diabetes mellitus.114 

 Extensive travel in motor vehicles (many trips and/or long travel times); choosing driving over 
other transportation modes; and unsafe traffic mixes of motor vehicles, pedestrians, and cyclists 
all lead to increased risk of injury and death.115 

 Traffic volume increases the risk of pedestrian, cyclist, and motorist injury and death.116 

Pedestrians, cyclists, and motorized two-wheeler users bear a disproportionate share of the 
global road-injury burden and are all at high risk of crash injury. A high-quality pedestrian 
environment can support walking both for utilitarian purposes and for pleasure. Recent studies 
in the United States have demonstrated that people walk, on average, 70 minutes longer in 
pedestrian-oriented communities.117 

 Increased physical activity reduces risk of premature mortality and coronary heart disease, 
hypertension, colon cancer, and diabetes mellitus. Regular participation in physical activity 
appears to reduce depression and anxiety, improve mood, and enhance ability to perform daily 
tasks throughout the life span.118 119 

 Parental concerns about the lack of traffic lights and controlled crossings on their child’s school 
route reduce the likelihood that their child will actively commute to school.120 

 In an evaluation of a Safe Routes to School program, the presence of pedestrian safety measures 
at street crossings was associated with a greater likelihood of walking to school for children.121 

 
Objective 5:  Maintain and Improve Affordable and Accessible Public Transportation 

Existing Conditions Analysis: Transit Access in the Central Corridor 

The importance of zoning for transit is in the coordination between transportation and land use. A 
quarter mile is the distance that most people are willing to walk to transit regardless of the pedestrian 
infrastructure available. Therefore, areas within a quarter mile of key transit stations are critical areas of 
coordination between zoning and transit use.  
 
Transit accessibility is especially critical for lower-income residents and other transit-dependent 
populations who rely heavily on transit to travel to work, the grocery store, medical appointments, and 
other basic needs. According to national data, racial minorities are four times more likely than whites to 
rely on public transportation for their commute to work.122 Effective transit can also be a potent vehicle 
for economic stabilization, because when residents can get by without a car—as many low-income 
families must due to high expenses associated with car ownership—they can save an average of $9,500 
annually based upon 2008 gas prices.123 In addition, given low-income people and people of color’s high 
reliance on transit, this population’s increased ridership can create consistent revenues to maintain a 
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financially sustainable transportation system. Therefore, transit systems can benefit from careful 
coordination and planning for future concentrations of low-income households and other transit-
dependent populations to ensure their system is not only financially sustainable, but also serves those 
most in need of transit access.         
 
Transit ridership is high in the Central Corridor. Transit riders represent 12 percent of the corridor 
population 16 years and older who work outside of the home, compared to 9 percent in the city and 7 
percent in the county. These percentages have remained steady between 2000 and 2005–09 period.  
 
Where do current transit riders live?  In the 2005–09 period, the west, east, and downtown submarkets 
had the highest estimated number of commuters in the CC taking public transportation to work, with 
just under 1,100 located in the east submarket alone. Areas with high percentages of transit commuters 
correlate with block groups that have a high proportion of households without access to a car. See 
Figure 4.10 for details and geographic distribution.  
 
What geographic areas does the current transit system serve?  In general, the corridor is well-served by 
transit based on data from Metro Transit, the region’s transportation operating agency. About 81 
percent of the population currently lives within a quarter-mile of a high-frequency bus route, which is 
defined as a route with peak-hour headwayscc of 20 minutes or less.  Figure 4.10 shows population 
density by block, relative to the location of high-frequency bus routes that traverse the corridor. Note 
that the east side of the corridor lacks substantial connectivity to north-south routes. In addition, 
community members have voiced concerns about transit access in the CC. 
 

                                                      
 
cc A headway is a measurement of the distance/time between vehicles in a transit system. 
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FIGURE 4.10:  POPULATION DENSITY BY BLOCK RELATIVE TO HIGH-FREQUENCY BUS ROUTES, 2010

 
 
 
Some parts of the corridor are better served than others, with access downtown being far superior to 
other submarkets. This is logical considering that downtown Saint Paul is a major economic center in the 
region, with the highest proportion of total jobs in the Central Corridor. Figure 4.11 shows job density in 
relationship to high-frequency bus routes. 
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FIGURE 4.11:  PROXIMITY OF HIGH JOB-DENSITY BLOCKS TO HIGH-FREQUENCY BUS ROUTES, 2008 

 
 
Block groups that are not within a five-minute walk of these high-frequency routes are located on the 
northern side of the corridor. While there is a local bus route that travels along Minnehaha Avenue that 
serves the northern side of the corridor, it arrives only twice an hour during rush hours and does not 
qualify as high frequency. These block groups are not within walking distance of the high-frequency 
north-south bus routes that run in the corridor. The buses are the 84, along Snelling, and the 3, along 
Rice and Como.  
 
Do vulnerable populations have access to transit?  A majority (92 percent) of low-income householdsdd 
live in block groups that are located within a quarter-mile of a high-frequency bus route.ee A large 
majority of affordable housing units are also well-served by transit.  
 

                                                      
 
dd

 Low-income households are defined here as those with a household income at or less than 150 percent of the federal 
poverty rate for a family of three. 
ee

 Data on income is not available at the block level, so the project used data at the block-group level. There may be some block 
groups that are farther from transit than a quarter-mile, but have erroneously been designated as being within a quarter of a 
mile.  As a result, some low-income households may be counted as being closer to transit than they actually are. There is no 
way for us to account for this discrepancy.  
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Figure 4.12 shows the proportion of households without access to a vehicle, in relationship to low-
income block groups. Many block groups that have higher levels of households without car access are 
also low-income, particularly those in the east submarket, the southern half of the central submarket, 
and the eastern side of the capitol submarket. In contrast, there are some block groups in the 
downtown area that have high levels of households without car access, yet are not low income. The 
higher-density environment of the downtown area may be attracting “choice riders,” those who 
voluntarily relinquish their cars and take transit, ride bikes, or walk not out of necessity, but for other 
reasons. 
 
FIGURE 4.12: TRANSIT DEPENDENCE IN THE CENTRAL CORRIDOR, 2005–2009 

 
 
The ridership within the corridor is, in general, well-connected via public transportation, but there are 
some neighborhoods with higher proportions of transit-dependent populationsff that are not located 
within a convenient distance to transit. In particular, there are blocks in the east submarket, on its 
northern edge, that are predominately low-income, include many households without access to a 
vehicle, and are not located within a quarter mile of a high-frequency bus route.  
 

                                                      
 
ff
 Transit dependence is defined as block groups with a high number of low-income households without access to cars. 
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Overall, transit use in the Central Corridor is high and rising. There are also a significant number of low-
income households in the CC, as discussed in Section 2, Demographic and Neighborhood Characteristics; 
as national and metropolitan statistics indicate, low-income households are more likely to ride public 
transportation than their higher-income counterparts.124 The east and capitol submarkets are areas 
where many of the lowest-income households reside. Therefore, these areas are in the most need of 
reliable, affordable, and quick transit access. Because many households are already located in close 
proximity to transit, infrastructure that connects individuals to bus stops and transit stations will be key 
to ensuring safe transit access. 
 
Impact Analysis: Changes in Demand for Transit 

 
 
Increased access to transit will likely increase ridership along existing bus routes.  The Central Corridor 
population around the station areas alone is expected to increase by over 16,000 people according to 
the market build-out scenario and up to nearly 75,000 people according to the maximum allowable 
build-out scenario; the latter of which would more than double the existing Central Corridor population. 
This anticipated increase in population will most likely result in increased transit ridership.  Increased 
ridership along University Avenue, where higher density projects will be concentrated, will likely result 
in increased demand for additional north/south bus connections beyond what currently exists in the 
corridor.  In particular, as described in the Objective #5 Existing Conditions Analysis section above, there 
is a need for additional north/south bus connections in the east and central submarkets, which will be 
exacerbated by the addition of new residents and increased ridership. 
 
It must also be noted, however, that an increase in transit-oriented development will not necessarily 
bring new residents or workers who rely primarily on public transportation for mobility. Research has 
shown that as neighborhoods near transit stations become wealthier, vehicle ownership also goes up.125  
 
In addition, residents have expressed concern about the potential loss in frequency of the number 16 
bus once the light-rail line begins. The 16 travels east/west along University Avenue, making numerous 
stops that are about a quarter mile apart while the majority of the light-rail stations will be 
approximately a half mile apart. Residents have expressed a need to maintain the full schedule of east-
west bus routes in addition to the light-rail line, because the bus route makes more stops between 
downtown Saint Paul and downtown Minneapolis.   
 
Summary of Rezoning Impacts 

The largest potential impact of the rezoning on transportation access is the expected increase in the 
populations of workers and new residents. This development will likely increase ridership along the light 
rail and along existing bus lines that traverse the corridor, with the potential to push up demand for 
more transit service and additional routes.   

Summary of Findings: Impact Assessment 
 

 Increases in residential and employment density will increase total number of residents 
with access to transit 

 There will be more demand for north/south bus service connecting to, and from, the light 
rail  
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Rezoning Impacts on Health 

The increase in residential and job density around transit will likely have positive impacts on health. To 
the extent that new residents and workers are transit dependent, the increased density can help 
increase mobility and access to jobs and retail services that were not previously accessible. In addition, 
increased transit ridership means fewer vehicle miles traveled, which, in turn, will lower air and water 
pollution. However, if development brings in residents that do not switch their mode of transportation 
from driving to public transit, any positive health outcomes could be cancelled out. Table 4.13 shows 
policies and programs that could be implemented to encourage positive health impacts for the Central 
Corridor. 
 
TABLE 4:13:  OBJECTIVE #5 RECOMMENDATIONS AND POLICIES FOR CONSIDERATION 
 

Potential Broad 
Negative  Impact 

Recommendations Policies 

Increased demand for 
north-south bus 
routes that do not 
currently exist 

Explore providing 
new routes to give 
more access to the 
publicly funded LRT 

Other 

 Maintain and expand north-south bus 
connections throughout CC, in particular in areas 
with limited north-south connections 

 Require the development of or offer incentives 
(via development exactions) to create supportive 
infrastructure for transit in new developments, 
such as indoor waiting rooms and secure bike 
parking 

Loss of frequency of 
east-west bus route   

Ensure that current 
transit routes are 
maintained 

Other 

 Maintain the 16 bus at current levels 
 

 

Objective 6: Safe, Connected Biking and Walking Routes to, from, and across Transit Stops 

Bicycle and pedestrian infrastructure must also be coordinated with zoning. Quality infrastructure, such 
as sidewalks comfortably wide enough to accommodate a considerable number of pedestrians; ADA 
accessible sidewalks; clearly marked and well-connected bike paths, and; safe, ADA-accessible street 
crossings, can impact the accessibility of public transportation. In particular, they can expand the 
geography of transit stops from a quarter mile to a half mile or in some cases even further with 
adequate and safe walking/biking infrastructure. People can feel safer and well connected to transit 
even when the distance is longer.  
 
Bicycle and pedestrian infrastructure can also affect car usage for short trips and the viability of 
neighborhood retail. People may opt to walk or bike short distances or walk or bike to transit, if the 
infrastructure is safe and adequate. This decreased motor vehicle miles travelled and increased foot 
traffic for neighborhood retail.  Areas with existing high densities or rezoned for high densities, 
particularly densities of low- income and transit-dependent people, should receive special attention in 
evaluating the need for bicycle and pedestrian infrastructure in order to maximize benefits. 
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Existing Conditions Analysis: Active Commuting in the Corridor 

Summary of Findings: Existing Conditions 
 

 Seven percent of CC commuters walked to work in the 2005–09 period, compared to 5 percent 
in Saint Paul and 3 percent in Ramsey County. Many of these walkers are in the downtown 
area, where they represented 22 percent of commuters. 

 Only 25 percent (14) of intersections from a sample of 55 met the definition of a safe 
intersection. Additionally, only one intersection along University Avenue met the criteria for a 
safe pedestrian intersection (University and Western).  

 There is a relatively substantial proportion of bike commuters in the CC: 2 percent of workers 
in the 2005–2009 period. Most bike commuters live in the west submarket. 

 Cars running into pedestrians are a more common incident than cars running into bikers. 
Almost half of all pedestrian crashes in the 2003–2007 period occurred in the West submarket. 

 

 
Where in the Central Corridor do individuals walk and bike?  Approximately 2 percent of CC workers 16 
years and older who commute to work did so via bike in 2005–09, compared to 1 percent in the city and 
county, which is up from 1 percent in 2000. Block groups with the highest proportions of bike 
commuters are located in the west submarket. Interestingly, there were no estimated bike commuters 
in 2009 in the capitol and downtown submarkets.  
 
Many Central Corridor residents walk to work, representing 7 percent of commuters in 2005–09, 
compared to 5 percent for Saint Paul and 3 percent for Ramsey County. A large majority of those 
walking to work are in the downtown area, where an estimated 22 percent of commuters walked to 
work in 2005–09.  
 
Does the current pedestrian environment promote safe walking and biking?  There are several 
intersections in the Central Corridor that are hazardous for pedestrians. After studying a sample of 55 
intersections within the corridor, we found that only 25 percent (14 in total) met commonly accepted 
criteria for adequate pedestrian infrastructure such as: 
1.   Presence of a curb cut on each corner 
2.   Striping at the crosswalks 
3.   Presence of a timed signal for pedestrians (if intersection had a signal) 
4.   Absence of the following hazardous conditions: 
 

 Extremely narrow sidewalks 

 Wide curb radii at intersections 

 Designated right-hand turning lane for vehicles 

 Large driveways adjacent to the intersection 

 Extremely long crossing distance. 
 
Figure 4.13 shows that only one intersection along the proposed LRT line is classified as safe for 
pedestrians, at University and Western. It is clear that more must be done to ensure safe pedestrian 
access to new transit, new amenities, housing and jobs that are in the future of the Central Corridor. 
During the period 2003–07, there were a total of 35 bike crashes and 48 pedestrian crashes along 
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University Avenue between Beacon and Cedar. Nearly half the pedestrian crashes occurred between 
Beacon and Hamline alone (22), in the western portion of the corridor.  
 
FIGURE 4.13:  INTERSECTION QUALITY IN THE CENTRAL CORRIDOR AT SELECT CROSSINGS 

 
 
How is current pedestrian and bike access around bus stops and proposed light rail station areas?  As 
demonstrated in Figure 4.13, only one intersection along the proposed light-rail transit line has the 
appropriate infrastructure to qualify as safe for pedestrians. It should be noted that the City has 
proposed making several improvements to bike and pedestrian infrastructure in the immediate areas 
around light-rail stations. There are plans for a larger network of pedestrian and bike connectivity 
beyond the station areas, but many projects are awaiting funding.  
 
Impact Analysis: Pedestrian Safety 

 

Summary of Findings: Impact Assessment 
 

 Increased exposure to unsafe pedestrian infrastructure resulting from higher residential 
and employment density near station areas 

 Development standards in the rezoning will help support site design that promotes 
pedestrian-friendly environments 
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Increased pedestrian injury and/or fatalities from exposure to unsafe intersections with inadequate 
pedestrian infrastructure are likely.gg  Research has shown that growth in residential density predicts 
increases in vehicle injury collisions126: this is the case independent of traffic volumes.127 128 In addition, 
if the increase in density along the corridor increases vehicular traffic due to an upsurge in residents or 
in commercial destinations, then pedestrians will be at a greater risk for collision-related injuries if 
safety measures are not included.129  
 
Contrary to the research cited above on vehicle injury collisions, there is also research showing that 
there is safety in numbers: increases in the number of pedestrians can increase driver awareness and 
reduce the number of collisions.130 This is somewhat controversial, because the safety-in-numbers 
hypothesis has been challenged in the literature for relying too heavily on the correlation between 
pedestrian fatality rates and regional walking behaviors to explain the risk or incidence of injury. One 
study argues that while the risk of injury falls with increasing pedestrian numbers, the absolute number 
of injuries will rise due to the sheer number of persons walking.131 

 
While the increase in walking and biking in the corridor has several positive health and environmental 
benefits, these benefits will not be fully attained if a safe infrastructure is not created. Figures 4.14 and 
4.15 delineate intersections within the corridor that have less-than-adequate pedestrian infrastructure. 
Figure 4.14 has an overlay of the anticipated increase in jobs by station area, according to the market 
scenario. Figure 4.15 has an overlay of the anticipated increase in housing units, according to the market 
scenario. Note that the station areas with the highest projected population growth (Westgate, Fairview, 
and Snelling) also have poor pedestrian infrastructure at key intersections within the rezoned areas. 
 
  

                                                      
 
gg See definition of safe pedestrian infrastructure above for more information. 
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FIGURE 4.14:  UNSAFE INTERSECTIONS FOR PEDESTRIANS RELATIVE TO PROJECTED INCREASES IN JOBS BY STATION AREA 
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FIGURE 4.15: UNSAFE INTERSECTIONS FOR PEDESTRIANS RELATIVE TO PROJECTED INCREASES IN HOUSING  
BY STATION AREA 

  
 
Summary of Rezoning Impacts 

The anticipated increase in development resulting from the rezoning will likely increase the population 
of the Central Corridor—both workers and residents. This increase in population, as well as the increase 
in transit opportunities, will increase the number of persons walking and biking in and around key 
intersections along University Avenue and parallel streets. While the city has proposed several 
improvements to the pedestrian and bicycle infrastructure in the corridor, the current state of 
infrastructure at key intersections poses a risk to pedestrians.  
 
Rezoning Impacts on Health 

More residents engaging in physical activity can reduce obesity rates and the incidence of other chronic 
diseases related to diet and exercise. However, the availability of pedestrian and bicycle infrastructure is 
important to secure these outcomes. Lower-income and transit-dependent populations who may walk 
or bike regardless of infrastructure improvements are increasingly at risk for collisions with vehicles. The 
anticipated increase in redevelopment in the Central Corridor will likely have a positive effect on the 
availability and quality of pedestrian and bicycle infrastructure in the corridor. The development 
standards included in the rezoning will ensure that site design will promote pedestrian-friendly 
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environments. To ensure that these positive benefits of increased pedestrian and bicycle activity are 
maximized, below are a set of policies and programs that could be implemented to increase safety in the 
Central Corridor. 
 
TABLE 4:15:  OBJECTIVE #6 RECOMMENDATIONS AND POLICIES FOR CONSIDERATION 

Broad Potential 
Negative 
Impact 

Recommendations Policies 

Increased 
exposure to 
unsafe 
pedestrian 
infrastructure 
due to 
increased 
population 
density  

 Improve pedestrian and 
bike infrastructure to 
provide safe access to 
transit stations, 
commercial districts; 
improve walkability overall 

 Ensure that areas ¼–½ 
mile are also included in 
pedestrian and cyclist 
improvements in order to 
expand transit access from 
¼ to ½ mile 

 Require or provide 
incentives for new 
developments to assist in 
installation of 
infrastructure 
improvements for 
pedestrians and bicyclists 

Zoning 

 Require or provide incentives for large-scale 
developers to provide funding to support off-site 
pedestrian and bicycle infrastructure 
improvements, bus shelters, and other amenities 

 
Other 

 Enforce ADA requirements at transit stations, 
sidewalks, and commercial districts 

 Ensure that snow clearance is coordinated and 
enforced to clear sidewalks, bike paths, rail lines, 
bus stops, light rail stations 

 Consider allocating 20% of new tax base raised 
from new development for community benefits, 
including new infrastructure linking residents living 
¼–½ mile away from transit 

 Clarify what new amenities community residents 
can expect as a result of LRT and new development 

 
 
The City of Saint Paul has already expressed a commitment to improving bicycle and pedestrian safety 
and accessibility in the Central Corridor. The following policies and programs that support this objective 
are currently being implemented: 

 More than $18 million has been allocated for the construction of an additional LRT station, as 
well as enhancements to the streetscape, including existing pedestrian crossings along 
University Avenue. 

  The City has also adopted the Bike Walk Central Corridor Action plan, which delineates 
priorities for installation of new bike and pedestrian infrastructure. See 
http://www.stpaul.gov/index.aspx?nid=2842 for more information. 

 Complete streets ordinance will be implemented given funding from a Federal Department of 
Transportation  TIGER II grant received by the city. 
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Overview: Summary of Assessment Findings 

Based on the project’s analysis, there will be positive and negative outcomes. Rezoning University 
Avenue to accommodate higher-density, mixed-use, transit-oriented development will likely increase 
the number of jobs available, because of office and retail development growth. The anticipated increase 
in housing, due to the expansion of land zoned for higher-density residential development will bring 
more people to the corridor, increasing the customer base for businesses, transit access, and demand 
for additional bus service, especially along key north/south corridors.  
 
However, disadvantages may arise for existing corridor residents and business owners. While the 
increase in jobs may aid in decreasing unemployment for some corridor residents, many of the jobs that 
match educational attainment of current residents will be low paying and result in little movement up 
the income ladder. Higher-wage jobs will likely increase as well, but these jobs will most likely be in 
occupations that require a bachelor’s degree or higher, which will prevent many corridor residents from 
applying, unless there are new training and educational programs put in place.  Furthermore, as 
industrial land is rezoned for commercial and residential uses, many manufacturing and wholesale-trade 
jobs with decent wages and lower-education requirements may eventually relocate as property values 
rise. The loss of industrial land also limits the city’s ability to plan for future industries linked to industry 
uses that could provide higher-wage careers for those with limited education levels and/or those with 
language barriers.  
 
Small and minority-owned businesses along University Avenue may be pressured to relocate because of 
impending redevelopment, or they may face rising commercial rents if property values increase and 
market changes occur. Technical and/or financial support may help these businesses avoid 
displacement, which threatens to undermine the cultural identities and networks found in the corridor 
today. The reduction in allowable densities east of Lexington Parkway along University Avenue, 
however, will help to reduce the pressure on existing small and minority-owned businesses in the east 
submarket.  
 
Although an increase in land zoned for higher density residential units will make it easier to construct 
affordable housing in the Central Corridor, the likelihood of the creation of subsidized affordable 
housing that meets the current demand of CC residents hinges on incentives and policies to support 
such development. The influx of market-rate housing currently enabled by the zoning may encourage 
the gentrification in areas where the CC is already at risk for gentrification—without careful planning, 
the process could lead to displacement. As property values continue to rise, rents and home values may 
also rise to a point where current residents may have to choose between paying a higher rent burden 
and moving out of the neighborhood. The current housing burdens in the corridor are high, allowing 
limited room for increased housing costs to be absorbed in already tight household budgets. The city, in 
several documents, has stated goals that aim to mitigate these impacts, but there are no direct 
provisions in the proposed rezoning to prevent displacement, offer incentives for new affordable units, 
or maintain existing affordability.  
 
Finally, the anticipated population increase resulting from higher allowable densities and more land 
zoned for residential development means that more residents will have access to both light rail and bus 
transit. Unfortunately then, more persons will also be exposed to hazardous pedestrian conditions, 
especially along the western end of the corridor. There are policies outside of zoning that the city is 
looking to employ in order to support pedestrian and bike infrastructure.  
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Across the board the most important finding of this analysis is the vulnerability of communities of color 
and low-income individuals in the Central Corridor to the potential negative impacts of the rezoning and 
new light rail line. With lower educational attainment, higher unemployment, lower incomes, higher 
housing burdens and less access to cars, low-income people and communities of color must be carefully 
considered and heard in any decision-making processes that make significant changes in the Central 
Corridor. The community organizing and leadership among low-income people and communities of color 
in the Central Corridor are also inspiring. The assets of the community must be recognized, built upon, 
and supported as the light rail line is built and the Central Corridor develops. 
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5.  Creating a Healthy Corridor for All: Five Policy Recommendations 
for Moving Forward 

Based on the findings of the impact analysis described in the previous section, the project team 
developed an inventory of policy options selecting from best practices in equitable development. The 
policy options provided recourse to mitigate the negative impacts identified in the analysis and 
maximize positive health outcomes.  
 
After consideration of the local context and community needs, the Community Steering Committee 
(CSC) prioritized five policy recommendations and decided to focus much of their advocacy around the 
development and preservation of affordable housing. The risk for gentrification and potential for 
displacement is of concern to the CSC. They want to see the City Planning and Economic Development 
Agency carefully consider and develop their policies in order to limit displacement possibilities and 
minimize the burden of potential increases in housing and business costs. 
 
Saint Paul, not unlike the greater Twin Cities region, is experiencing the strains of the current Great 
Recession. This places a higher burden on developers to secure funding sources and take risks on new 
development. These regional and national market trends are an important consideration for any 
rezoning proposal. Despite these larger trends in the economy, however, it must be acknowledged that 
markets are fragmented and driven to some extent by different factors. Some smaller markets, for 
example, may be thriving in the midst of harsher economic conditions. It is also important to note that 
although the market fluctuates, the built environment remains for decades, if not centuries. It is, 
therefore, important to maintain in the zoning the flexibility and provisions that hold a long-term vision. 
 
The CSC recognized the current market dynamics of Saint Paul and crafted five priority policy 
recommendations for the rezoning proposal that would not inhibit development. Appendix C provides 
an example of the detailed policy briefs developed for each recommendation. The five 
recommendations are described in the bullets listed below. These priorities aim to maximize health and 
focus on community concerns while carefully considering feasibility in the current context of Saint Paul. 
The recommendations were shared with city council members to inform their final decision on the 
rezoning proposal.  
 

 Community Equity Program: This proposed pilot program, modeled after a narrowly targeted 
inclusionary zoning program, is intended to recapture a portion of the increased value of 
development sites close to proposed light rail stations to help cover the cost of reserving some 
of the housing on these sites for lower-income households. The program would require 
residential and mixed-use projects on sites within a quarter-mile radius of transit stations to 
make a percentage of the units in those projects affordable or to facilitate the production of 
affordable housing by paying in-lieu fees to the Housing Trust Fund or by providing gap financing 
or land for deed-restricted permanently affordable development on alternative sites.  
 
Developers subject to the requirements of the pilot program would also be entitled to any incentives 
for providing affordable housing that are available throughout the Central Corridor. Because it is 
anticipated that little new development would not occur until the light rail line is completed and the 
housing market improves, the initiation of the program for each station area could be tied to the 
indicators of improved housing market conditions such as increased property values and/or lower 
vacancy rates.  
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 Codifying the Commitment to Affordable Housing: Codify the City’s commitment to affordable 

housing by specifying housing objectives as a purpose of the Traditional Neighborhood (T) 
zoning regulations that will apply to the Central Corridor. Establishing the provision of affordable 
housing and maintenance of diverse communities among the specific purposes of regulations 
will provide a nexus or link between underlying adopted policies and implementing regulations. 
The proposed changes to the zoning ordinance would include: 
 

o Explicit statements of the ordinance’s intent to promote diversity by providing a range 
of housing types affordable to all economic groups, maintaining neighborhood 
cohesion by increasing housing choices for residents who desire to continue living in 
neighborhoods undergoing redevelopment, and improving opportunities for residents 
to work close to where they live. 

o Specific cross-references to adopted plans and policies to strengthen basis for 
regulation (e.g., Housing Plan 2010, Central Corridor Development Strategy, etc.). 

 
 Density Bonus Program: The proposal is to expand the incentives that the ordinance would offer to 

include increased density in the form of floor area and height bonuses and/or modification of 
development and parking requirements to developers who provide affordable housing in new 
residential and mixed-use development projects anywhere in the Central Corridor. The incentives 
would be available to developers who reserve a specific percentage of units or floor area for 
housing affordable to households with incomes that do not exceed 80 percent of AMI adjusted for 
household size. The program could be designed with a sliding scale that increases the size of the 
bonus or incentive relative to the percentage of affordable housing provided and the level of 
affordability.  
 

 Relieving the Lack of Commercial Parking: Adopt regulations that would allow use of 
undeveloped parcels for temporary parking lots to relieve parking problems during 
construction of the light rail line and in the near term. The temporary lots would be subject to 
specific standards to control potential impacts on local traffic conditions and to minimize their 
aesthetic impact.  
 

 First Source Hiring: The First Source Hiring Program would require that all applicants for 
development require construction contractors to notify the Saint Paul Human Rights and Equal 
Economic Opportunity Department or a comparable designated referral program of available 
job openings and provide a description of job responsibilities, qualifications, and terms. After 
receiving notification, the referral system shall identify targeted applicants who meet the 
contractor’s qualifications. The contractor would be required to maintain a log of referrals and 
applicants hired to allow the program to monitor compliance.  

 
The city council voted to approve the rezoning proposal on April 20, 2011. The next section of this 
report, Section 6, details the status of these recommendations within the final zoning decision.  
Beyond the immediate impacts of the HIA on the zoning ordinance there are additional ways to further 
these recommendations. For example, amendments can be made to zoning codes after they have been 
passed. The city council will be reviewing affordable housing recommendations in the fall of 2011 and 
may decide to amend the zoning code.  
 
Strategies outside of the zoning process may also be taken to support these recommendations outside 
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of the zoning process. The full Healthy Corridor report presents a set of policy options outside of zoning 
that can help mitigate the negative impacts of the zoning policy. The Community Steering Committee, 
the Technical Advisory Panel, city agencies, or other advocates and coalitions may decide to further any 
of the policy options laid out in this health impact assessment. 
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6.  Key Impacts of the Assessment: Health Lessons for All 

The Healthy Corridor for All Health Impact Assessment process includes a final monitoring phase, which 
is split into two distinct parts: tracking the impact of the HIA and tracking the effects of rezoning policy 
on present conditions, in order to gauge how implementation of the policy is affecting the community 
objectives. This section describes the impacts of the HIA, while the following section, Section 7, provides 
a plan to monitor the rezoning policy’s effects. Monitoring is important in that it helps assess the 
success of the HIA in influencing health outcomes and helps track, whether and to what degree the 
rezoning policy benefits or harms health over time.  
 
The Healthy Corridor for All Health Impact Assessment project has impacted the community in a number 
of ways, impacting the rezoning debate, as well as the larger conversation on transit expansion and TOD 
in the region.  
 

Community Impacts 

The Healthy Corridor for All Community Steering Committee (CSC) is a diverse group of advocates 
representing various interests, backgrounds, races and ethnicities who came together inspired by the 
vision of a healthy Central Corridor. An important effect, not to be taken lightly, was the group’s ability 
to create a common vision and  collectively prioritize a key set the issues to support the vision—
affordable housing, healthy economy, and safe transportation. This common vision and prioritizing 
helped build a foundation which allowed the diverse set of community actors to focus on their 
commonality and work together, instead of focusing on differences in their agendas. 
 
This led to the forging of relationships among CSC members who had never worked together in the past 
and had never seen their interests aligned. They have now expressed an interest in and a willingness to 
work together beyond the course of the rezoning and the HIA. The CSC also built relationships with the 
Technical Advisory Panel (TAP), who could be an asset to community efforts across various situations 
and projects. Members of the TAP further built relationships within the community, which enables them 
to be better connected to community needs, aspirations, and solutions. The TAP also built its own 
capacity by learning from the experiences, deep knowledge, and expertise of the CSC. 
 
Before the HIA, the majority of the CSC had never worked on land use policy, was unfamiliar with 
zoning, unaware of the rezoning occurring in its community, and did not make connections among land 
use, transportation, and health outcomes. Throughout the HIA process ISAIAH, TakeAction Minnesota’s 
Hmong Organizing Program (TAM’s HOP), PolicyLink, and members of the Technical Advisory Panel 
supported the CSC in building their capacity around such issues. For example, the Minnesota Center for 
Environmental Advocacy and the William Mitchell College of Law hosted a Zoning 101 session for the 
CSC. The Planning and Economic Development Agency made a presentation to the CSC on the city’s 
rezoning proposal and provided information about the rezoning process. During almost every one of the 
12 CSC meetings there was a component of capacity building around land use policy, advocacy, the 
political process and timeline, and the HIA research. In addition to this work ISAIAH and TAM’s HOP 
organized two large public gatherings to help inform, build capacity, and share opportunities for civic 
participation with a larger audience or community leaders.  
 
In addition to the capacity of the community, the research serves as an asset that the leaders continue 
to use beyond the scope of the HIA. Members of the CSC have already used various parts of the analysis 
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in their work unrelated to the Healthy Corridor for All Health Impact Assessment project. The research 
on existing conditions —found in Section 2: Healthy Corridor for All: Assessment Findings—reflects the 
most recent data on the highest priority issues for the CSC and can be used beyond the scope of the HIA 
for other relevant community efforts.  
 
Through the HIA, ISAIAH and TAM’s HOP facilitated the participation of the CSC in the rezoning decision-
making process. The two groups helped organize a set of educational visits between the CSC members 
and key decision makers on the rezoning policy, including the Saint Paul Planning Commission, the first 
body to review the rezoning proposal put forth by the planning department, as well as city council 
members and the planning department itself. ISAIAH and TakeAction Minnesota’s HOP worked with the 
CSC to provide testimony at the planning commission and city council hearings on the rezoning 
proposal.  
 
The capacity building, relationship building, and civic participation, as well as the power to make 
decisions and set the course for the HIA, all contributed to create an empowering situation for the CSC. 
Members were able to set the direction for the research that would help them better understand the 
rezoning implications. They were also able to voice their opinions and share their knowledge and 
experiences with key decision makers as a powerful collective engaging in the often esoteric, but 
important process of land use policy.  
 

Policy Impacts 

The rezoning proposal was published in the Legal Ledger on May 5, 2011, by the Saint Paul City Council 
and went into effect on June 4, 2011. The rezoning did not specifically include the priority 
recommendations of the CSC. Before the final decision, during the first city council hearing on the 
rezoning proposal, the community expressed concerns and identified solutions advocated in the HIA. 
Based on this input, the city council postponed their final decision in order to hear more about the 
proposed community solutions. The council made the decision to move ahead with the rezoning, but to 
put in place mechanisms to address the affordable housing issues raised by the CSC. The council 
requested feasibility analyses of proposed affordable housing solutions from the planning department 
as well as created a forum for consensus building among diverse housing interests to identify the viable 
solutions.  
 
The city council, under the recommendation of Councilmember Russ Stark—who serves a district that 
the Central Corridor LRT runs through—included a resolution, as part of the final rezoning decision, to 
create an affordable housing workgroup to identify a set of recommendations to preserve and enhance 
affordable housing options for city council consideration within approximately six months. This work 
group includes community advocates and city agencies, as well as developers. As a result of the HIA 
process, ISAIAH was asked to join, given their leadership on affordable housing issues throughout the 
HIA. 
 
As part of the zoning decision, the city council also commissioned feasibility analyses on a number of the 
affordable housing recommendations, including two prioritized and advocated for by the Healthy 
Corridor for All CSC—density bonuses and targeted inclusionary zoning (see Section 5 for more 
information on these policy recommendations). The workgroup recommendations, as well as the 
findings of the feasibility analyses, will be presented to the city council early in 2012 for consideration. 
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Finally, the policy debate around the rezoning shifted as a result of the Healthy Corridor for All HIA. The 
HIA helped engage community groups in the zoning debate, introduce health into the discussion, and 
advocate for important affordable housing policies. While many community members had previously 
engaged in discussions about the vision for development around the new transit line, that level of 
engagement did not extend to the rezoning debate, which many viewed as a too technical process. The 
HIA and the work of the Community Steering Committee helped involve more community groups, build 
capacity, and facilitate their participation. The HIA also introduced the notions that land use has 
important health and equity implications that must be considered before the final rezoning decision. 
Overall, the HIA finding and the efforts of the CSC engaged a whole new set of players into the city’s 
land use debate. 
 

Regional Impacts 

The HIA is also having impacts on transportation and land use planning at the regional level. The Twin 
Cities region is in the process of restructuring its regional planning process through support from a 
number of places including a federal Sustainable Communities Regional Planning grant and a Living 
Cities grant. Together, these two funding streams comprise the Corridors of Opportunity Initiative that 
will identify a process for interagency collaboration to better synchronize transportation and housing 
plans through collaboration, community engagement, evaluation, and an equity lens.  
 
The HIA is seen as an opportunity to learn from a community participatory analysis of transit-oriented 
development policy with a focus on equity. The Sustainable Communities grant proposal to the 
Department of Housing and Urban Development listed the Healthy Corridor for All HIA as an example of 
how to effectively conduct and incorporate community engagement. The HIA partners were asked to 
present the HIA and have discussions with the team responsible for developing evaluation measures for 
the Corridors of Opportunity project. The HIA indicators and our analysis were shared and the 
community leadership component of the HIA was lifted up as an important practice. The HIA team has 
also been working closely with the Community Engagement Team of the Corridors of Opportunity 
project to support their robust and meaningful participation in the interagency regional planning 
process and provide technical assistance.  
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7.  Monitoring the Impact of Rezoning  

In order to monitor the impact of any policy, baseline data is necessary, and then new data must be 
collected using the same indicators at some later point after the policy has been implemented.  
This allows you to gauge the actual impact of the policy on the health and social indicator that the 
community identified as priorities. This analysis has thus far described baseline data and forecasted 
impacts of rezoning. This section lays out a plan to monitor the actual effects of the rezoning of the 
Central Corridor over time.  
 
In order to have a focused and feasible monitoring plan, the HIA team has selected a subset of the 
indicators for data collection at five-year intervals. The indicators target the objective that was 
ultimately most interesting and powerful for the Community Steering Committee—protecting against 
the negative impacts of gentrification. A list of the most critical indicators for monitoring changes in 
gentrification is listed in Table 7.1. 
 
The Metropolitan Council (Met Council) and the Corridors of Opportunity (COO) evaluation team are 
considering many of these indicators as important measures of success for their regional planning 
processes. The Met Council’s evaluation plan for the COO includes many of the measures listed in Table 
7.1. Because the Met Council plans to collect much of this data, the HIA project partners—ISAIAH, 
PolicyLink, and TakeAction Minnesota’s Hmong Organizing Program—aspire to work with them to access 
their data and analysis. Project partners will consolidate the material into a memo for the community 
describing the impacts on baseline conditions. Based on a review of the trends across the indicators, the 
memo will identify actions that community, government, elected officials, and other technical advisors 
may need to take in order to ensure the rezoning results in positive health and equity outcomes. 
Additional funding will have to be secured for the monitoring phase. 
 
Monitoring the zoning impacts and subsequent transit-oriented development will help track who can 
benefit from the public and private investment the Central Corridor will experience over time.  
 
TABLE 7.1:  MONITORING INDICATORS: A FOCUS ON GENTRIFICATION  
 

 
Indicator 

 
Monitoring Questions 

 
Organization Responsible for 
Collecting Data (Tentative 
Suggestions) 

Total number and location of 
subsidized affordable units by 
AMI level 
 
 

How is the quantity of 
affordable housing changing 
over time?  

HousingLink and Met Council as 
part of Corridors of Opportunity 
(COO) Evaluation 

Average rents across the 
Central Corridor 

What level of income is 
necessary to afford the average 
rent? Are rents increasing? 

HousingLink and Met Council, as 
part of Corridors of Opportunity 
(COO) Evaluation 

Home sales and values by 
neighborhood 

How much do 
residents/prospective residents 
need to spend to buy a home, 
and how much will they 

Met Council as part of Corridors 
of Opportunity (COO) Evaluation 
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profit/lose by selling a home? 
Do numbers vary by 
neighborhood? Did these 
numbers increase or decrease in 
the last 5 years? 

Property value changes within 
a ¼ mile, ½ mile, and 1 mile 
from station areas, in 
comparison to average city 
changes 

How are property values 
changing in response to station 
area development?  

Met Council as part of Corridors 
of Opportunity (COO) Evaluation 

Housing cost burden for both 
renters and owners 
 

What percentage of residents 
pays an unaffordable amount on 
rent/mortgage relative to 
income? Has affordability 
increased or decreased in the 
last 5 years? 

Met Council as part of Corridors 
of Opportunity (COO) Evaluation 

Racial/ethnic diversity  
 

What is the racial/ethnic 
breakdown of residents? How 
has that changed in the last 5 
years? 

Met Council as part of Corridors 
of Opportunity (COO) Evaluation 

Average household size/type 
 

How big or small are households 
and what types of families reside 
in the CC? How has that changed 
in the last 5 years? 

Minnesota Center for 
Environmental Advocacy 

Median HH income and HH 
income breakdown by AMI 
category 
 

Did the median HH income 
increase or decrease? What is 
the breakdown of HH income by 
AMI category? How has the 
breakdown of income levels 
changed in the last 5 years? 

Met Council as part of Corridors 
of Opportunity (COO) Evaluation 

Educational attainment  What is the educational 
attainment of residents, and 
how has that changed over the 
last 5 years? 

Minnesota Center for 
Environmental Advocacy 

Level of community 
engagement in land use and 
transportation planning, in 
particular low-income and 
communities of color, 

Do community groups, 
particularly low-income and 
communities of color; have the 
opportunity to fully participate 
in land use and transportation 
planning? Is their input fully 
integrated into the final 
decisions? 

Met Council as part of Corridors 
of Opportunity (COO) Evaluation 

Year householder moved into 
unit by tenure 

How many residents are 
newcomers in the last 5 years? 
Are newcomers more likely to 
rent or own?  

Minnesota Center for 
Environmental Advocacy 

Number of vehicles available Has the number of households Minnesota Center for 
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by household with one car or more changed 
over time? Are there fewer 
transit-dependent households? 

Environmental Advocacy 

Overcrowding Do residents have to double up 
in the same home? How has the 
rate of overcrowding changed 
over the last 5 years? 

Minnesota Center for 
Environmental Advocacy 
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Conclusion 

The Healthy Corridor for All Health Impact Assessment has been a community action research project 
under the vision of a healthy Central Corridor for all—including and especially for those current 
residents that are low-income and people of color who have experienced disinvestment and historic 
discrimination.  
 
With a $1 billion dollar investment in light rail, expected to be followed by an estimated $6 to $7 billion 
in public and private investment, this is the largest opportunity this community has ever seen. 
Community members are excited for the opportunity but also apprehensive. Community members and 
business owners have expressed significant concern that the transit-oriented development along 
University Avenue will not benefit them, their families, or their long-standing communities. In fact, many 
are concerned that not only will they not benefit, but they will be harmed.  
 
In cities across the United States transit-oriented development and redevelopment have not always 
brought relief from existing challenges, but in fact have sometimes brought displacement, diminished 
social connections, and an eroded sense of community. The Twin Cities has the benefit of learning from 
the experiences of other cities and taking the precautions necessary to ensure that community concerns 
are not only heard but addressed with concrete and creative solutions. 
 
While the vision of the redevelopment in the Central Corridor, as expressed by the community-engaged 
process that led to the Central Corridor Development Strategy, is inclusive and describes the values and 
strategies of anti-displacement, economic opportunity, and small business protection, the rezoning 
proposal did not go far enough and was not creative enough to maximize this vision. The zoning focused 
on enabling transit-oriented development (TOD) whereas in the Central Corridor it is particularly 
important to lay a foundation for equitable transit-oriented development in order to support existing 
communities.  
 
This health impact assessment helped draw out some of the challenges to equitable TOD with the 
proposed zoning plans. Health impact assessments can be a powerful tool to better understand the 
implications of policies before they are passed and to support community leadership and participation in 
decision making processes that impact residents’ lives. They also help to promote health and equity. 
 
The Healthy Corridor for All Community Steering Committee continues to be hopeful. There is good 
reason, considering the city council has resolved to analyze the feasibility of affordable housing policies—
including two of those prioritized by the HIA, the targeted inclusionary zoning we termed the Community 
Equity Program and the density bonus—and to create an affordable housing working group to identify 
policies that support the preservation and development of affordable housing. 
 
The Community Steering Committee will continue to work with the city council and planning 
commission as they review affordable housing policies in the fall of 2011 and beyond, as well as work in 
other venues to accomplish the objectives they collectively identified to support the vision of a healthy, 
equitable Central Corridor. The Healthy Corridor for All Health Impact Assessment will continue to 
provide an example of a community-guided analysis of transportation and land use plans that holds 
technical rigor, serves communities, and helps policymakers make informed decisions.  
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Appendix A 

Guidelines for Engagement in Healthy Corridor for All HIA 

Healthy Corridor for All 
Guidelines for Engagement: Goals, Values, Collaboration, and Roles and Responsibilities 

 
Project Description 
Work has begun on a new transit line, the Central Corridor Light Rail Transit line (CCLRT), connecting 
downtown Minneapolis with downtown St. Paul. The CCLRT is a $1 billion transit investment with 
potentially up to $2 billion investment in local development. The Central Corridor Development Strategy 
(CCDS) has been developed to guide this investment. The City of St. Paul is currently undergoing a 
rezoning process along the corridor in order to enable the CCDS. The anticipated timeline for the 
rezoning to be complete in Spring 2010.  
 
ISAIAH, Take Action Minnesota/Hmong Organizing Project, and PolicyLink are conducting a Health 
Impact Assessment (HIA) on the proposed Central Corridor rezoning to identify health benefits and 
burdens associated with the rezoning, and to make recommendations to alleviate negative health 
impacts stemming from the rezoning.  
 
HIA Definition: Health impact assessment may be defined as a combination of procedures, methods and 
tools that systematically judges the potential, and sometimes unintended, effects of a policy, plan, 
program or project on the health of a population and the distribution of those effects within the 
population. HIA identifies appropriate actions to manage those effects. (International Association of 
Impact Assessment, 2006) 
 
Purpose: To analyze the potential positive and negative health implications of land use changes resulting 
from the new Central Corridor Transit Line. 
 
Timeline and Final Product: Healthy Corridor for All will begin in Summer 2010.  Preliminary findings are 
anticipated in late Winter of 2011 with a final report available in Spring of 2011, with monitoring 
continuing into Fall 2011.  The final product will be a report detailing the findings of the HIA and 
recommendations. The conveners and the Community Steering Committee will hold a community 
meeting to share preliminary findings and recommendations with stakeholders in late Winter or early 
Spring of 2011. 
 
HIA Goals: 
 

 Assess the impacts of the CCLRT zoning on overall community health, health inequities by race, 
income, and place, and underlying conditions that determine health in the Central Corridor and 
the East side.  

 Ensure positive health benefits are maximized and negative health impacts are addressed by the 
decision-making process.  

 Empower Central Corridor and East side local communities to effectively and meaningfully 
engage in the CCLRT zoning process. 
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HIA Core Values:  
The core values that will guide this HIA include: 

 Equity  

 Racial justice  

 Community empowerment 

 Collaboration 

 Accountability 

 Scientific integrity 
 
HIA Collaborators: 
These goals and values are central to how the Healthy Corridor for All project team will carry out the 
HIA, from the scoping to the monitoring phase.  To support this process, the project team will establish a 
voluntary Community Steering Committee made up of community stakeholders and a Technical 
Advisory Panel composed of partners with technical expertise relevant to the project.  
 
The Community Steering Committee, made up of constituency-based organizations representing or 
serving community members, particularly low-income people and people of color, living and working in 
the East and Central Corridor communities, will be at the center of the HIA. Specifically, the Community 
Steering Committee will make key HIA decisions and help drive HIA activities, including developing a 
scope, identifying indicators, developing recommendations, and communicating findings.  There may 
also be opportunities to collect information. Community Steering Committee members have a 
commitment to improving community health and well-being, promoting equity and have a commitment 
to grass-roots community building in East and Central Corridor communities 
 
The Technical Advisory Panel, made up of agencies, organizations and individuals with an interest in the 
rezoning process, will provide technical expertise to the HIA. The Committee will review the scoping 
plan, review assessment methods and findings, share qualitative and quantitative data, and participate 
in the monitoring process. Technical Advisory Panel members have a commitment to improving health 
and well-being in the City of St. Paul and the region. Members will commit to providing technical 
knowledge, data and resources to the Community Steering Committee to conduct the HIA.   
 
The Community Steering Committee will convene for up to five in-person meetings of 3-5 hours each 
over a one year (ending in July 2011). Technical Advisory Panel members will be consulted as needed. 
Specific roles and responsibilities of both groups are described in detail below. 
 
Principles of Collaboration: 
Membership in both groups is strictly voluntary. However, a number of agreements and commitments 
must be made in order to participate on either the Steering Committee or the Technical Advisory Panel. 
Participants must agree to the delineated HIA goals (see above), and also to the core values of equity, 
racial justice, community empowerment, collaboration, accountability, and scientific integrity.  This 
means that members will work together to conduct the HIA in accordance with these goals and values, 
and will not challenge these goals and values throughout the process.  
 
In addition, ground rules for participation include: 
 

 Providing constructive and proactive input (rather than obstructive and reactive input)  

 Practicing solution-seeking “both/and” thinking (rather than “either/or” thinking) 
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 Being inclusive by respecting different priorities and concerns  

 Trying on new ideas and perspectives  

 Attending t all Community Steering Committee meetings, or finding a proxy in the case of 
unavoidable absence 

 Providing feedback and reviewing HIA materials as requested  

 Being responsive to outreach regarding the needs of the HIA   
 
Decision-making Process: 
During the health impact assessment, the Community Steering Committee and the conveners will be 
making decisions on the direction of the project. The Technical Advisory Panel will be providing technical 
guidance and support.  The Community Steering Committee will be making many decisions, including: 
what issues to include in the HIA and how to define the groups of special concern; what information is 
used in the findings; what the recommendations are; and how to use the HIA to take action. 
 
During the HIA process, decisions should be made by consensus whenever possible. Participants will 
attempt to bring issues to each other’s attention to avoid making unilateral decisions. The partners will 
recognize and consider different perspectives. The conveners and the Technical Advisory Panel will work 
with the Community Steering Committee to ensure empirical integrity. 
 
Leadership Team 
ISAIAH, TakeAction Minnesota and PolicyLink will manage and conduct the HIA and convene the 
Community Steering Committee and Technical Advisory Panel. ISAIAH is the primary grantee and fiscal 
agent for the project. TakeAction Minnesota’s Hmong Organizing Program is ISAIAH’s primary local 
partner and PolicyLink is the project’s Technical Partner. These organizations work closely together, each 
with different, but complementary roles: 

 
- ISAIAH and Take Action Minnesota 

o Role: ISAIAH is fiscal agent and lead organization for the project. ISAIAH leads the 
process to identify and invite key constituencies into the Healthy Corridor for All 
Community Steering Committee and Technical Advisory Panel. ISAIAH also leads the 
coordination between the local partners and Technical Partner. TakeAction Minnesota’s 
Hmong Organizing Program is particularly focused on inviting the participation of 
Hmong leaders in the project, and assists with general community engagement. Both 
organizations collaborate to understand the political dynamics relevant to the success of 
the HIA and the timelines, processes, and materials relevant to the HIA analysis. 

o HIA Project Manager: ISAIAH has hired, on contract, a project manager for the HIA. The 
project manager will manage the stakeholder engagement, and serve as the point-
person for the project, acting as the primary contact, coordinator and communicator 
between the various groups and agencies cooperating on the project.  

- PolicyLink 
o Role: Technical partner directing the research and empirical HIA process and supporting 

the overall HIA.  PolicyLink will lead the technical aspects of the HIA with support from 
partners 

 
Stakeholder Engagement: 
 
Stakeholder:  
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Definition: Stakeholders are persons or groups who are directly or indirectly affected by a project, as 
well as those who may have interests in a project or the ability to influence its outcome, either positively 
or negatively.  
 
Engagement: A set of high-level stakeholders will engage in the HIA through participating on a 
Community Steering Committee.  The Steering Committee will engage a broader group of stakeholders 
through individual conversations, community meetings, interviews, surveys and focus groups. The 
conveners of the HIA will also hold meetings with stakeholders, hold community meetings to share HIA 
findings with interested stakeholders, and strive to engage with as many stakeholders as possible.  

 
 
Community Steering Committee:  
Definition: A group of high level stakeholders who are responsible for providing guidance on overall 
direction of the HIA. They will help to obtain strategic input and buy-in from a larger set of stakeholders. 

- Purpose  
o Provide strategic direction for the scope and implementation of the HIA representing 

the views of the group or organization the Committee member represents 
o Review and provide input on data, materials, and analyses developed throughout the 

HIA 
o Develop recommendations based on HIA analysis 
o Support HIA to ensure partnership and linkage to other stakeholders and key relevant 

processes 
o Mobilize and sustain high level of engagement, political commitment and momentum to 

achieve the HIA objectives 
o Identify available resources and activities relevant to the HIA 
o Provide a communication channel to other stakeholders not formally represented on 

the Committee 
o Monitor ongoing HIA progress 

- Internal Process  
o Potential Community Steering Committee members will be identified through ISAIAH, 

TakeAction Minnesota and the Community Steering Committee based on 
representation of key constituent groups located in the areas affected by Light Rail. 

o Membership is organizational and not individual. 
o Any members joining the Steering Committee will sign onto an understanding of the 

goals and purposes of the HIA, and will ensure their participation is constructive to that 
end. 

o New members or alternates will accept all decisions, analyses and input provided in the 
past in order to engage in present and future activities. 

o Committee decisions will be made on a consensus basis.  Dissenting views may be 
recorded if required. 

o Committee members may appoint alternates to replace the representatives in the event 
of an absence.   

o Committee members’ input and decisions must be received by the deadlines requested.  
The HIA efforts and activities will move forward based on input and decisions received 
by indicated deadlines.  

o The Community Steering Committee will convene in-person a minimum of five times for 
the following purposes: 
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1. Launch of Community Steering Committee and Development of HIA Scope (July 
12th and 13th from 6pm to 9pm). 

2. Input on baseline data analysis and next steps (date to be determined). 
3. Input on predictions on health impact of proposal (date to be determined). 
4. Development and prioritization of recommendations based on analysis (date to 

be determined). 
5. Sharing full analysis with larger stakeholder group (date to be determined). 

o In addition to scheduled meetings, the Committee may hold periodic conference calls 
with a set agenda on an as-needed basis.   

o Individual members may be called upon for expertise on issues within their area of 
knowledge. 

Meeting notes will be prepared by the chairs of the Committee with a record of what decisions were 
made and what actions need to be taken and by whom.  The minutes will be prepared within two weeks 
of the meeting and sent to all members via email.  Committee members will have the opportunity to 
add to the notes if anything is left out. 
 
Technical Advisory Panel:  
Definition: A group of researchers, experts, and government staff with expertise on key issues related to 
the Central Light Rail Corridor HIA project. 

- Purpose 
o Using best possible technical expertise, review and improve HIA methodologies and 

analyses 
o Identify and, when possible, provide information, data, activities and resources 
o Support HIA to ensure linkages to other technical advisors and key relevant processes 
o Share perspective of organization or agency Advisor is representing 
o Help identify appropriate monitoring mechanisms to examine the progress of several 

health indicators    
- Internal Process 

o Potential Technical Advisory Panel members will be identified through ISAIAH, 
TakeAction Minnesota and PolicyLink and Community Steering Committee based on a 
review of the Committee’s technical needs, data needs, and an overall understanding of 
the scientific context of the Central Corridor Light Rail HIA. 

o Membership is organizational and not individual. 
o Technical Advisory Panel members may appoint alternates to replace them as 

representatives in the event of an absence.   
o Group members’ input and decisions must be received by the deadlines requested.  The 

HIA efforts and activities will move forward based on input and decisions received by 
indicated deadlines.  

o New members or alternatives will accept all decisions, analyses and input provided in 
the past in order to engage in present and future activities. 

o The Advisory Group will not be formal voting members of the Community Steering 
Committee but will provide guidance, advice and materials to the Committee advice as 
needed, in order to help the Committee in their decision-making  

o The Advisory Panel members will join as many of the Community Steering Committee 
meetings as possible to provide technical advice. Their expertise during the meetings 
will be valuable. The foreseeable Committee meetings include approximately five in-
person meetings between July 2010 and May 2011.  These meetings include the 
following:  
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1. Launch of Steering Committee and Development of HIA Scope (July 12th and 13th 
from 6pm to 9pm). 

2. Input on baseline data analysis and next steps (date to be determined). 
3. Input on predictions on health impact of proposal (date to be determined). 
4. Development and prioritization of recommendations based on analysis (date to 

be determined). 
5. Sharing full analysis with larger stakeholder group (date to be determined) 

o Individual members may be called upon for expertise on issues within their area of 
knowledge. 
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Appendix B   

Indicators and Methodologies 

 
Indicator Data Source Methodology 

Number of employees 
by industryhh for all 
geographies 

US Census LEHD 
Workplace Area 
Characteristics, 2008 

Aggregated total workers in each block by industry 
for the Central Corridor (CC), Saint Paul, and Ramsey 
County in SPSS  

Average wages by 
industry for all 
industries 

BLS Quarterly Census 
of Employment and 
Wages, 2009 

At QCEW web site, downloaded average annual pay 
by 2-digit NAICS code for all industries, total 
covered ownerships, all establishment sizes, and all 
employees in Ramsey County. For Public 
Administration, took average of the average annual 
pay for local, state, and federal government 

Number of employed 
residents by industry 

US Census LEHD 
Resident Area 
Characteristics, 2008 

Aggregated total workers in each block in the CC by 
industry in SPSS 

Number of jobs in the 
CC by place of worker 
residence 

US Census LEHD 
Origin-Destination 
Employment Statistics, 
2008 

In SPSS, selected all blocks with jobs in Ramsey 
County; from those blocks, selected all blocks with 
workers in Ramsey County. Coded those blocks to 
identify those for workers that reside in Saint Paul in 
the CC  

Number of employed 
residents in the Corridor 
by place of work 

US Census LEHD 
Origin-Destination 
Employment Statistics, 
2008 

In SPSS, selected all blocks with residents who live in 
the CC. Coded those blocks to identify those who 
work in the CC, Saint Paul, and Ramsey County 

Educational attainment 
of workers by industry 

Census Equal 
Employment 
Opportunity data set, 
2000 

Downloaded Educational Attainment (5 levels) by 
Census Occupational Codes by worksite for Ramsey 
County. Downloaded Employment by Census 
Occupational Codes and Industry by worksite for 
Ramsey County. Used Access to relate the data sets 
and calculate the percentage of workers with less 
than high school education, a high school diploma, 
some college or an Associate’s, Bachelor’s, and 
Master’s degree or greater by industry 

Educational attainment 
distribution overall and 
by race, age 

US Census 1990, 2000; 
American Community 
Survey 2005–2009 5-
year estimates 

Aggregated educational attainment for all residents 
and by race for all block groups in the CC; 
aggregated educational attainment by age for all 
census tracts in the CC (2005–2009 data only); 
downloaded educational attainment overall and by 
race/age for Saint Paul and Ramsey County on US 
Census Bureau’s American FactFinder 

Unemployment overall American Community Aggregated total civilian, nonmilitary labor force 

                                                      
 
hh

 Industry as defined by two-digit NAICS code. 
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and by race Survey 2005–2009 5-
year estimates 

and unemployed workers for all residents and by 
race for all census tracts in the CC. Calculated 
unemployment rate by dividing total unemployed 
by total civilian, non-military labor force. 
Calculations for overall unemployment are for the 
civilian population ages 16–64; calculations by race 
are for the civilian population age 16 and older 

Businesses by type and 
size along University 
Avenue 

U-PLAN survey of 
University Avenue 
businesses 

Selected all businesses located in Saint Paul (only); 
eliminated institutions identified as government or 
nonprofits  

Small and minority-
owned businesses by 
type and size along 
University Avenue 

U-PLAN survey of 
University Avenue 
businesses 

Selected all businesses located in Saint Paul (only); 
summed institutions identified as “small” and as 
“minority-owned” 

Number and location of 
lost on-street parking 
due to light rail 
construction 

U-PLAN U-PLAN created a map of the number of on-street 
parking spaces lost per block due to LRT; summed 
numbers for totals 

Distribution of 
population by 
race/ethnicity 

US Census 1990, 2000, 
2010 

 Aggregated total residents by race (non-Hispanic) 
and ethnicity by block group for the CC, Saint Paul, 
and Ramsey County (1990, 2000); aggregated total 
residents by race (non-Hispanic) and ethnicity by 
block for the CC (2010) 

Proportion foreign born US Census 2000; 
American Community 
Survey 2005–2009 5-
year estimates 

Aggregated total foreign born residents by block 
group for the CC (2000); aggregated total foreign-
born residents by census tract for the CC (2005–
2009)  

Median household 
income overall and by 
race 

US Census 1990, 2000; 
American Community 
Survey 2005–2009 5-
year estimates 

Measured the mean of each median household 
income overall and by race for the aggregate of 
block groups in the CC; downloaded median 
household income overall and by race for Saint Paul 
and Ramsey County on the US Census FactFinder   

Household income 
distribution overall and 
by race 

US Census 1990, 2000; 
American Community 
Survey 2005–2009 5-
year estimates 

Aggregated total households by income category 
overall and by race by block group in the CC; 
downloaded total households by income category 
overall and by race for Saint Paul and Ramsey 
County on the US Census FactFinder 

Poverty status US Census 1990, 2000; 
American Community 
Survey 2005–2009 5-
year estimates 

Aggregated total persons in poverty and total 
population for whom poverty is determined by 
block group in the CC (1990, 2000) and by census 
tract in the CC (2005–2009); downloaded total 
number of persons in poverty and total population 
for whom poverty is determined for Saint Paul and 
Ramsey County at US Census FactFinder. Poverty 
rate is calculated by dividing the total number of 
persons in poverty by the total population for whom 
poverty is determined 
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Tenure by single-family 
and multifamily units 

US Census 1990, 2000; 
American Community 
Survey 2005–2009 5-
year estimates 

Aggregated total renter-occupied and owner-
occupied units for two categories: single family units 
(both attached and detached) and multifamily units 
(two units or more) for each block group in the CC; 
downloaded total renter-occupied and owner-
occupied units by number of units for Saint Paul and 
Ramsey County on US Census FactFinder; summed 
into the categories in Excel. 

Housing cost burdenii US Census 1990, 2000; 
American Community 
Survey 2005–2009 5-
year estimates 

Summed total renters who pay 30% or more of their 
income on housing (from four subcategories); 
summed total renter-occupied specified units 
(renters with unspecified % of income on housing); 
summed total owners who pay 30% or more of their 
income on housing (from four subcategories); 
summed total owner-occupied specified units 
(owners with unspecified  % of income on housing). 
Aggregated total renters who pay 30% or more of 
their income on housing, total renters who pay 50% 
or more of their income on housing, total renter-
occupied specified units, total owners who pay 30% 
or more of their income on housing, total owners 
who pay 50% or more of their income on housing, 
total owner-occupied specified units by block group 
(1990, 2000) and by census tract (2005–2009)  

Housing cost burden by 
income category 

American Community 
Survey 2005–2009 5-
year estimates 

Summed total renters who pay 30% or more of their 
income on housing by income category (from four 
subcategories); summed total renter-occupied 
specified units by income category (total renters 
with unspecified % of income spent on housing); 
summed total owners who pay 30% or more of their 
income on housing by income category (from four 
subcategories); summed total owner-occupied 
specified units by income category (total owners 
with unspecified % of income spent on housing). 
Aggregated total renters who pay 30% or more of 
income on housing, total owners who pay 30% or 
more of their income on housing, total renter-
occupied specified units, total owner-occupied 
specified units for every census tract in the CC 

Proportion of 
households living in 

Census 1990, 2000; 
American Community 

Aggregated total occupied housing units with 1.5 
persons or greater and total occupied units for 

                                                      
 
ii
 The 30 percent threshold has been generally accepted by federal agencies as an indicator of a housing affordability problem 

for several decades (http://www.census.gov/hhes/www/housing/special-topics/files/who-can-afford.pdf). 
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overcrowded 
conditionsjj 

Survey 2005–2009 5-
year estimates 

every block group in the CC. Downloaded total 
occupied housing units with 1.5 persons or greater 
and total occupied units for Saint Paul and Ramsey 
County on US Census FactFinder 

Number of persons 
living within ¼ mile of 
high-frequency transit 
lines 

US Census 2010; 
Metro Transit 

Selected all high-frequency bus routes—those with 
weekday peak-hour frequencies of 20-minute 
headways or less. In ArcGIS, selected all blocks in 
the CC within ¼ mile of high-frequency bus routes. 
Aggregated total population residing in those blocks 
in SPSS for all blocks within the CC 

Percent of workers 
taking public 
transportation to work 

US Census 1990, 2000; 
American Community 
Survey 2005–2009 5-
year estimates 

Aggregated total number of workers age 25 and 
older who take public transportation to work 
(including bus, subway, trolley, light rail, heavy rail, 
ferry) for all block groups in the CC. Downloaded 
same categories for Saint Paul and Ramsey County 
on US Census FactFinder 

Average household size US Census 1990, 2000; 
American Community 
Survey 2005–2009 5-
year estimates 

Aggregated total households and total population 
for all block groups in the CC. Calculated average 
household size by dividing total population by total 
number of households. Downloaded total 
households and total population for Saint Paul and 
Ramsey County on US Census FactFinder 

Distribution of 
population by age 

US Census 1990, 2000; 
American Community 
Survey 2005–2009 5-
year estimates 

Aggregated total population by age category for 
each block group in the CC. Downloaded total 
population by age category for Saint Paul and 
Ramsey County from the US Census FactFinder 

Proportion of 
households with and 
without children 

US Census 1990, 2000; 
American Community 
Survey 2005–2009 5-
year estimates 

Aggregated total number of households with 
children under 18 for each block group in the CC. 
Downloaded total number of households with 
children under 18 for Saint Paul and Ramsey County 
from US Census FactFinder 

Distribution of housing 
stock by year built 

US Census 1990, 2000; 
American Community 
Survey 2005–2009 5-
year estimates 

Aggregated total number of renter-occupied, 
owner-occupied, and vacant housing units by 
decade unit was built for all census tracts in the CC. 
Downloaded total number of renter-occupied, 
owner-occupied, and vacant housing units by 
decade unit was built for Saint Paul and Ramsey 
County from US Census FactFinder  

Number of subsidized 
rental units by type of 
subsidy 

HousingLink Inventory 
of Assisted Rental 
Housing; Housing 
Preservation Project; 
HUD Picture of 
Subsidized 

Downloaded total number of subsidized households 
by program in Saint Paul; clipped total number of 
subsidized households by program for CC in ArcGIS. 
Combined this data with lists on currently 
subsidized housing from HousingLink and Housing 
Preservation Project. Verified funding and total 

                                                      
 
jj
 A threshold of 1.5 persons per room is the most common standard for measuring overcrowded conditions 

(http://www.huduser.org/publications/pdf/Measuring_Overcrowding_in_Hsg.pdf). 
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Households, 2008 number of affordable units, and level of subsidy 
(30/50/60/80% AMI) from HousingLink Inventory of 
Assisted Rental Housing 

Number of vacant 
housing units 

US Census 1990, 2000, 
2010 

Aggregated total number of vacant housing units 
and total housing units for every block group in the 
CC (1990, 2000) and for every block in the CC 
(2010). Downloaded total vacant and total housing 
units for Saint Paul and Ramsey County from US 
Census FactFinder 

Median home values 
and rents and 
distribution of home 
values and rents 

US Census 1990, 2000; 
American Community 
Survey 2005–2009 5-
year estimates; 
Bureau of Labor 
Statistics Consumer 
Price Index (seasonally 
adjusted for Twin 
Cities region) 

Adjusted median gross rents and median home 
values for each block group for Saint Paul, and 
Ramsey County for inflation to reflect 2010 dollars. 
Aggregated the mean of each median home value 
and median gross rent for all block groups in the CC. 
Downloaded median gross rents and median home 
values for Saint Paul and Ramsey County from US 
Fact Finder, adjusted numbers for inflation to reflect 
2010 dollars 

Distribution of housing 
units by number of 
bedrooms 

US Census 1990, 2000; 
American Community 
Survey 2005–2009 5-
year estimates 

Aggregated total number of housing units by 
number of bedrooms for each block group in the CC. 
Downloaded total number of housing units by 
number of bedrooms for Saint Paul and Ramsey 
County from US Census FactFinder 

Number of housing 
units within ¼ mile of 
high-frequency transit 
line 

Census 2010; Metro 
Transit 

Selected all blocks in the CC whose centroids are 
located within ¼ mile of a high-frequency transit 
route—those with weekday peak-hour frequencies 
of 20-minute headways or less—in ArcGIS; 
aggregated total number of housing units in those 
blocks   

Number of jobs within 
¼ mile of high-
frequency transit line 

Bureau of Labor 
Statistics LEHD 
Workplace Area 
Characteristics, 2008; 
Metro Transit 

Selected all blocks in the CC whose centroids are 
located within ¼ mile of a high-frequency transit 
route in ArcGIS; aggregated total number of jobs 
within those blocks 

Number of affordable 
housing units within ¼ 
mile of high-frequency 
transit line 

HousingLink Inventory 
of Subsidized Housing; 
Metro Transit 

Created ¼-mile buffer around all high-frequency 
transit routes in the CC; aggregated total number of 
subsidized affordable housing units  

Transit service 
frequency by route 

Metro Transit Averaged frequency between buses during weekday 
peak hours (7–9a and 4–6p) for each route that 
traverses the CC 

Average ridership per 
transit route, by 
weekday/weekend 

Metro Transit Summed total ridership for all routes that traverse 
the CC (including weekday/peak, weekday/off-peak, 
weekend/peak, weekend/off-peak). Data spans 
November 2009–October 2010 

Commute mode share US Census 1990, 2000; 
American Community 

Aggregated total number of workers age 25 and 
older by mode of transportation to work: car (alone 
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Survey 2005–2009 5-
year estimates 

and carpool), public transportation (including bus, 
subway, trolley, light rail, heavy rail, ferry), bike, 
walk, or other (taxi, motorcycle, other unspecified) 
for all block groups in the CC. Downloaded same 
totals by those categories for Saint Paul and Ramsey 
County from US Census FactFinder 

Location of safe and 
accessible pedestrian 
crossings 

Google Earth Coded 55 intersections (using major north-south 
and east-west streets within ½ mile of CCLRT) for 
presence or absence of following hazardous 
conditions: extremely narrow sidewalks (less than 3 
feet in width), wide curb radii and intersections, 
designated right-hand turning lane for vehicles, 
large driveways adjacent to intersection, extremely 
long crossing distance for pedestrians. 
Infrastructure conditions were identified using 
Google Earth. 

Location of bicycle and 
pedestrian collisions 

City of Saint Paul, 
Department of Public 
Works, 2003–2007 

Summed total number of bicycle and pedestrian 
collisions along University Ave. between Beacon and 
Cedar Sts. in the CC  



  Page 
125 

 

   

Appendix C 

A Policy Brief on the Community Equity Program:  A Proposal to Support Affordable Housing 
without Stifling Development 

Background 

The Central Corridor light rail transit line is a $1 billion transit investment that has the potential to 
leverage up to $6.8 billion in public and private investment, only 7 percent of which is estimated to 
come from public funding.132 The rezoning of many properties surrounding the Central Corridor—to 
accommodate higher-density development, reduced demand for parking, and pedestrian and transit-
oriented environments, combined with public investments in streetscape and infrastructure 
improvements—will magnify this great opportunity for the city and the region. Transit-oriented 
development is an important trend across the nation that supports sustainable growth and resource 
management and provides new opportunities for those who desire to live less car-oriented lifestyles. 
While examples of transit-oriented development nationally are abundant, there are few that have 
considered or successfully achieved equitable transit-oriented development. 
 
This type of transit-oriented development promotes the development of new housing and commercial 
space while ensuring that current residents and business owners are able to enjoy and benefit from the 
improvements in their communities. Involuntary displacement has often turned out to be an 
unfortunate outcome of transit-oriented development. It takes careful and creative planning to 
minimize displacement of residents. 
 
Saint Paul, not unlike the greater Twin Cities region, is experiencing the strains of the current recession, 
which places a higher burden on developers to secure funding sources and take risks on new 
development. These regional and national market trends are an important consideration for any 
rezoning proposal. Despite these larger trends in the economy, however, we must acknowledge that 
markets are fragmented and driven to some extent by varied factors. This can result in some smaller 
markets thriving in the midst of harsher economic conditions. It is also important to note that while 
markets fluctuate, the built environment remains. It is therefore important, in the rezoning process, to 
maintain flexibility and provisions that have a long-term vision. 
 
We recognize the current market dynamics of Saint Paul and have crafted five policy recommendations 
for the current zoning proposal that will not inhibit development.   
 

 A community equity program designed to leverage private investment for affordable housing 
only when local market conditions indicate that economic improvement is occurring 

 Language in the zoning proposal to codify the city’s demonstrated commitment to affordable 
housing, emphasized in the Central Corridor Development Strategy, among other plans 

 Facilitating the use of vacant properties as shared commercial parking  

 Awarding density bonuses as incentives for the production of affordable housing when the 
demand for high-density projects emerges 

 Using a first-source hiring program to allow local workers first opportunity for employment 
 
These recommendations, if enacted, will not stifle development.  As illustrated in the proposal section 
directly below, the recommendations have been crafted to take into account the realities of the diverse 
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markets in the Central Corridor. Yet they build in opportunities to support existing communities in their 
desire to benefit from the public investment in transit and city zoning decisions that will impact the 
future development of their neighborhoods. 
 
In particular, the proposed Community Equity Program can begin to address some of the affordable 
housing concerns of the community. 
 
Policy Proposal 

We recommend that the Saint Paul City Council adopt a narrowly targeted requirement for affordable 
housing within a quarter-mile radius of specified transit stations, tied to an upturn in the current 
market. This would recapture a portion of the increased value of development sites for the 
development and/or preservation of housing for lower-income households. The program would require 
residential and mixed-use projects on sites within a quarter-mile radius of specified transit stations. The 
aim would be to make a percentage of the units in those projects affordable to households with incomes 
at or less than a percentage of area median income; or, to facilitate the production and/or preservation 
of affordable housing by payment of in-lieu fees to a Housing Trust Fund; or, by providing gap financing 
or land for deed-restricted permanently affordable development on alternative sites; or, by providing 
gap financing and subsidies to ensure that currently subsidized affordable units within a quarter-mile of 
transit remain permanently affordable. Developers subject to the requirements of the pilot program 
would also be entitled to incentives for providing affordable housing available throughout the Central 
Corridor. The selection of certain station areas for implementation can be contingent on meeting certain 
thresholds of economic indicators, such as decreased vacancy rates or rate of property value increase 
throughout the Central Corridor, two variables that indicate a tightening housing market. 
 
Rationale 

Numerous studies have demonstrated the premium of transit on land values.  As shown by studies of 
the Hiawatha line and of transit systems elsewhere in the United States (St. Louis, Portland, for 
example), the addition of transit often has a significant positive effect on property values in the 
surrounding area.kk The Center for Transit Oriented Development estimates a 15 percent premium for 
property values and rents on the Central Corridor Transit line.ll  
 
The Hiawatha line study, which examined price trends within station areas both prior to and after 
completion of the line in 2004 and in comparison to a control area of southeast Minneapolis, found that 
there was a positive effect on property values and greater residential investment in station areas 
compared to the control area. Multifamily homes on the west side of the line also benefited from 
increased accessibility. Overall, completion of the Hiawatha line generated an estimated $18,374,284 
worth of housing premiums for single-family homes, and $6,900,598 for multifamily homes. The average 
property value increase for single-family homes was about $5,229 (4.2 percent) more than other homes, 
and the average value of multifamily property increased by $15,755.  In addition to the premium of 
transit on land values, zoning mechanisms can have a significant effect on property values. According to 
the Center for Transit Oriented Development, “*m+uch of the additional value of TOD to developers is in 
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 Center for Transportation Studies, University of Minnesota, 2009. “The Hiawatha Line: Impacts on Land Use and Residential 
Value.” 
ll
 Center for Transit Oriented Development, Bonestroo, and Springsted, 2010. Central Corridor TOD Investment Framework: A 

Corridor Implementation Strategy. 
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the changing entitlements that allow higher densities, lowered parking ratios, and a mix of land uses. As 
a result, the timing of changing land regulations can have some influence on the pace of speculation and 
development.”mm Thus, the premium of transit is compounded by a premium of upzoning and a promise 
of public investment in streetscaping and other public infrastructure improvements.   
 
Property values are already rising quickly in the Central Corridor, despite the effect of the economic 
downturn on property values in cities across the country. Compared to the City of Saint Paul, from 2007 
to 2010, property values for parcels within a quarter-mile of proposed station areas in the Central 
Corridor rose nearly 8.4 percent, compared to a 1.7 percent increase for parcels within a half-mile of 
station areas in Saint Paul and a decrease of 7.5 percent in the city of Saint Paul for that same time 
period. This same pattern of increasing property values for parcels located within a quarter-mile of 
station areas compared to the city of Saint Paul holds for commercial, industrial, multifamily, and mixed-
use properties. Some station areas are experiencing more rapid increases than others. Parcels near the 
Westgate, Raymond, Capitol East, and Union Depot stations saw increases of more than 10 percent 
since 2007, despite an overall city decline in property values.  
 
Much of the increase in the Westgate and Raymond station areas is being driven by large increases in 
industrial property values, while the increases in the Capitol East and Union Depot areas are mainly the 
result of large increases in the value of mixed-use properties. In the Westgate and Raymond station 
areas, particularly, the increases are likely the result of speculation on the conversion of existing 
industrial land (which is mostly vacant) to higher-density mixed-use development. This is reflected by 
the very high property value increases for land being rezoned to TN3 and TN4, which saw increases in 
value of nearly 20 percent and 15.6 percent between 2007 and 2010, respectively. Other evidence that 
the real estate market is heating up in the Central Corridor is reflected in lower vacancy rates for blocks 
within a quarter-mile of a number of station areas. In the Hamline, Westgate, and Raymond station 
areas, the average vacancy rate was at 5 percent or less in 2010.nn  
 
Furthermore, the significant investments that the City of Saint Paul has made in affordable housing 
throughout the Central Corridor could be at risk from the ongoing speculation and rise in property 
values along and near University Avenue. Many of the subsidized affordable units that have been 
constructed with City/HRA assistance in the last decade—nearly a thousand units, altogether—are 
located in station areas experiencing a tightening of the housing market. Despite that, these affordable 
units represent a significant proportion of the new housing stock constructed in the last decade within 
the corridor. Without other policies in place, this proportion will become smaller as the market tightens 
and developers begin construction on higher-density, market-rate apartments in the western station 
areas. The implementation of the Community Equity Program can help ensure that the city’s current 
investment in affordability in these areas remains permanent. 
 
Affordable housing needs remain high, and existing affordable housing is at risk.  Both the Housing 
Plan and Central Corridor Development Strategy support the development of new mixed-income 
housing along the Central Corridor in the area identified for redevelopment (the “area of change”), 
along with preservation of existing affordable housing in the established neighborhoods along the 
corridor. The affordability goals for new-construction housing along the Central Corridor are those 
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 Center for Transit Oriented Development, 2008. “Realizing the Potential: One Year Later. Housing Opportunities Near Transit 
in a Changing Market.” 
nn

 US Census 2010, Redistricting Data. 
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articulated in the adopted Housing Plan, which apply citywide. City staff has concluded that by locating 
new housing next to transit, the cost of transportation will be lower, which will be especially helpful to 
low-income households. They also point out that constructing at higher densities lowers per-unit land 
and infrastructure costs, which also promotes affordability.  Moreover, City staff suggests that because 
much of the existing housing along Central Corridor is already affordable, policies and regulations should 
focus on maintaining the quality and affordability of that housing.oo Despite the relative affordability of 
some of the housing stock in the Central Corridor, the HIA existing conditions analysis has shown that 
the need for more subsidized, permanently affordable housing is great—with nearly half of corridor 
residents paying 30 percent or more of their income on housing in 2009. Furthermore, the current 
subsidized affordable housing stock in the corridor (approximately 15 percent of the total) is not all 
permanently affordable—leaving a substantial amount of vulnerability for current residents, as property 
values on multifamily and single-family residential parcels recover from the bust and rise to levels 
beyond the city average.   
 
Density enables more affordability in housing, but does not guarantee affordable housing.  The per-
unit cost of housing lowers with higher quantities. Therefore, denser development allows for a higher 
potential for lower housing prices, if development savings are passed on to consumers. This is usually an 
issue for nonprofit developers, who need to ensure the density is available to balance out development 
with limited subsidies. Density also enables for-profit developers to pass along the savings to 
consumers. This typically does not result in housing that is affordable to low-income residents, but could 
support more moderate-income households. Therefore, increased densities without other programs to 
require, promote, or incentivize the production of affordable units will likely not support the housing 
needs of low-income families. 
 
In the Westgate station area, despite an increase in the number of higher-density rental housing units in 
the last decade, the median gross rent in adjacent block groups also increased, even after adjusting for 
inflation. Increasing density can increase affordability at a city or regional scale; however, it will not 
increase the amount of affordable housing available to lower-income households making substantially 
less than the area median income.  
 
The success of a program that has inclusionary housing requirements is contingent upon how well the 
program is designed to meet the unique considerations of the regional housing market.  The 
inclusionary zoning ordinance in Madison, Wisconsin, has been cited as an example where the 
regulation significantly deterred development in the city and was eventually rescinded after a few years. 
Madison did not enact their ordinance, however, as a result of a unique public investment that was 
creating significant increases in property values or development potential; instead, the ordinance was 
adopted citywide in the face of rising housing prices for working-class people, a common issue in college 
towns. The impact of light-rail transit investments and zoning regulations on the housing market and 
land prices is well documented throughout the country. The potential for displacement, especially 
around lines in newer transit systems, is not something to be ignored. In regions with developing light-
rail transit systems, there is more potential to capture pent-up demand for transit-oriented 
development than in cities with more established transit systems. However, if the ordinance is targeted 
only to areas that exhibit significant demand for housing and development potential, then this will not 
have a significant impact. The proposed Community Equity Program simply recognizes that as a result of 
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a substantial public investment, the value of a limited supply of land close to LRT stations will increase—
and that all households should have an opportunity to benefit from the results of this public investment. 
 
The proposed program is a way to recoup a relatively small proportion of the increased value of 
property that will result from the initial substantial public investment in the LRT.   
This proposal recognizes that the City of Saint Paul has a unique housing market compared to many 
other jurisdictions where affordable housing requirements have been successfully implemented. Many 
neighborhoods in the city are still recovering from the 2008 housing market bust and are still filled with 
foreclosures and vacant properties. The data is clear, however, that the market is heating up in some 
areas of the Central Corridor, particularly around the western station areas. This policy brief 
recommends adopting this proposed ordinance before speculation further drives up the price of land 
prior to the operation of the light-rail line, rendering the development of affordable housing very 
difficult.  
 
Policy Implementation 

Inclusionary zoning works best when implemented in tighter housing markets. The Central Corridor is 
comprised of several different submarkets, each with varying demographic and market conditions. This 
proposal envisions this ordinance mandating the provision of affordable housing only in station areas 
experiencing large increases in property values as a result of the coming light-rail and increased 
development potential. The ordinance should be crafted to require the provision of a percentage of 
affordable housing units for developments within the Westgate and Raymond station areas. Data on 
property values, residential vacancy rates, and rents indicate a tightening housing and real estate 
market there. Affordable units can either be in the form of hard units on-site or gap financing to ensure 
that other units within the corridor remain permanently affordable.  
 
Although construction of the system itself is for the most part financed by public money, the cost of 
redeveloping the Central Corridor for transit-oriented development will primarily come from private 
investment. Redevelopment strategies typically emphasize approaches that use public sector 
investment to stimulate private development that will generate public benefits. A major objective of the 
investment strategy for Central Corridor is to create a framework for public investment that will 
leverage it to “attract, shape, and accelerate appropriate private investment in the Central Corridor.” 
Rather than relying on the additional tax revenues that will be generated from new development to help 
finance needed affordable housing, the community equity approach would recapture part of the original 
public investment from the properties that have received the most significant benefit from that 
investment—a more efficient way to ensure that the public benefits are more proportional to the public 
investment.   
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EXHIBIT 8 



6081611000 San Mateo Redwood City 1 LI ‐ Not losing LI households or very early stages of displacement 5599
6081611100 San Mateo Redwood City 5 MHI ‐ Not losing LI households or very early stages of displacement 6015
6081611200 San Mateo Redwood City 7 MHI ‐ Undergoing displacement 2978
6081611300 San Mateo San Mateo County Unincorpo 6 MHI ‐ At risk of displacement 4948
6081611400 San Mateo Atherton 5 MHI ‐ Not losing LI households or very early stages of displacement 4350
6081611500 San Mateo Atherton 5 MHI ‐ Not losing LI households or very early stages of displacement 2643
6081611600 San Mateo Menlo Park 5 MHI ‐ Not losing LI households or very early stages of displacement 2254
6081611700 San Mateo Menlo Park 2 LI ‐ At risk of gentrification or displacement 5647
6081611800 San Mateo East Palo Alto 1 LI ‐ Not losing LI households or very early stages of displacement 4580
6081611900 San Mateo East Palo Alto 1 LI ‐ Not losing LI households or very early stages of displacement 10040
6081612000 San Mateo East Palo Alto 2 LI ‐ At risk of gentrification or displacement 7452
6081612100 San Mateo East Palo Alto 2 LI ‐ At risk of gentrification or displacement 7565
6081612500 San Mateo Menlo Park 6 MHI ‐ At risk of displacement 4396
6081612600 San Mateo Menlo Park 7 MHI ‐ Undergoing displacement 4241
6081612700 San Mateo Menlo Park 5 MHI ‐ Not losing LI households or very early stages of displacement 2019
6081612800 San Mateo Menlo Park 8 MHI ‐ Advanced exclusion 3102

6081612900 San Mateo
San Mateo County 
Unincorporated 5 MHI ‐ Not losing LI households or very early stages of displacement 4450

6081613000 San Mateo Menlo Park 7 MHI ‐ Undergoing displacement 3430
6081613200 San Mateo Portola Valley 5 MHI ‐ Not losing LI households or very early stages of displacement 6773
6081613300 San Mateo Woodside 5 MHI ‐ Not losing LI households or very early stages of displacement 2433
6081613400 San Mateo Woodside 5 MHI ‐ Not losing LI households or very early stages of displacement 3419
6081613501 San Mateo Half Moon Bay 5 MHI ‐ Not losing LI households or very early stages of displacement 4359
6081613502 San Mateo San Mateo County Unincorpo 5 MHI ‐ Not losing LI households or very early stages of displacement 5912
6081613600 San Mateo San Mateo County Unincorpo 5 MHI ‐ Not losing LI households or very early stages of displacement 6080
6081613700 San Mateo Half Moon Bay 1 LI ‐ Not losing LI households or very early stages of displacement 8529
6081613800 San Mateo San Mateo County Unincorpo 5 MHI ‐ Not losing LI households or very early stages of displacement 3938
6081613900 San Mateo Menlo Park 7 MHI ‐ Undergoing displacement 6304
6081614000 San Mateo San Bruno 5 MHI ‐ Not losing LI households or very early stages of displacement 5740
6085500100 Santa Clara San Jose 4 LI ‐ Advanced gentrification 7034
6085500200 Santa Clara San Jose 4 LI ‐ Advanced gentrification 5673
6085500300 Santa Clara San Jose 4 LI ‐ Advanced gentrification 3291
6085500400 Santa Clara San Jose 1 LI ‐ Not losing LI households or very early stages of displacement 2522
6085500500 Santa Clara San Jose 6 MHI ‐ At risk of displacement 5358
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